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Abstract

The well-known clinical axiom stating that “common things are common” attests to the pivotal role of probability in diagnosis.

Despite the popularity of this and related axioms, there is no operationalized definition of a common disease, and no practicable

way of incorporating actual disease frequencies into differential diagnosis. In this expository essay, we aim to reduce the

ambiguity surrounding the definition of a common (or rare) disease and show that incidence – not prevalence – is the proper

metric of disease frequency for diagnosis. We explore how a numerical estimates of disease frequencies based on incidence can

be incorporated into differential diagnosis as well as the inherent limitations of this method. These concepts have important

implications for diagnostic decision making and medical education, and hold promise as a method to improve diagnostic accuracy.
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Summary:

The well-known clinical axiom declaring that “common things are common” attests to the pivotal role of
probability in diagnosis. Despite the popularity of this and related axioms, there is no operationalized
definition of a common disease, and no practicable way of incorporating actual disease frequencies into
differential diagnosis. In this expository essay, we aim to reduce the ambiguity surrounding the definition
of a common (or rare) disease and show that incidence – not prevalence – is the proper metric of disease
frequency for diagnosis. We explore how numerical estimates of disease frequencies based on incidence can
be incorporated into differential diagnosis as well as the inherent limitations of this method. These concepts
have important implications for diagnostic decision making and medical education, and hold promise as a
method to improve diagnostic accuracy.

“Prevalence is to the diagnostic process as gravity is to the solar system – it has the power of a physical law.”
- Clifton K. Meador, A Little Book of Doctors’ Rules

Diagnosis is the apotheosis of medical skill1. Without an accurate diagnosis, the patients’ foremost questions
cannot be answered: what is wrong, what is likely to happen, and what can be done about it? Central to the
diagnostic process is the compilation of a list of possible causes of the clinical presentation – a differential
diagnosis. Traditionally, diseases comprising the differential diagnosis were rank ordered from highest to
lowest in terms of likelihood2,3. This method, which is inconsistently used, is loosely probabilistic but can
obscure large differences in probability between components of the differential; an ideal method would assign
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probabilities to each possibility that sum to 100%4. Practical difficulties limit the ability to accurately
estimate the probabilities of components of the differential5-7, yet probabilistic reasoning is nonetheless an
essential part of expert forecasting and diagnosis8-16.

Several well-known clinical axioms pay homage to the primacy of probability in diagnosis. The most popular,
“common things are common” (CTC), has been part of medical folklore for more than a century1,17. It is
often expressed as a metaphor: “when you hear hoofbeats, look for horses not zebras”18-20. The CTC axiom
is rooted in base rates and Bayes’ theorem and is the foundation of other epigrams such as “uncommon
presentations of common diseases are more common than common presentations of uncommon diseases.”
The CTC axiom and its variants arose to combat what are now known as cognitive biases such as base rate
neglect21,22 and the representativeness heuristic23,24 but are themselves heuristics – rudimentary rules of
thumb that provide general rather than specific guidance for the consideration of probability in diagnosis1.

Ironically, the axiom and extant literature are silent on how to determine what is common, what is rare, and
related questions. Is sarcoidosis common? Is commonness related to epidemiological metrics such incidence
and prevalence, or is it an intuitive or experiential determination, or both? Should diseases be dichotomized as
either common or rare, or rated on a frequency continuum? Can the notion of commonness be operationalized
as an aid to estimating probabilities of components of a differential diagnosis in a practicable way?

At first blush, discriminating between common and rare diseases is a simple task: pneumonia is common,
and lymphangioleiomyomatosis (LAM) is rare; a physician will encounter many cases of the former and few
(if any) of the latter in any given time interval. This self-evident truth is a distillation of the physician’s
experience into the coarse dichotomy of common and rare; it obfuscates the magnitude of the difference in
the frequency of the two diseases. How much more common is pneumonia than LAM? The dichotomy does
not permit an answer to this question. Ideally, we would like to know the relative likelihoods of diseases so
that, ceteris paribus, their weight in the differential diagnosis could be made proportional to their observed
frequencies.

Fortunately, dichotomization is unnecessary. The actual frequencies of diseases can be used as the metric
for comparison of their commonness. First, it is necessary to determine which measure of epidemiological
disease frequency - incidence or prevalence - should be used. Incidence is the number of new cases diagnosed
per person per year, whereas prevalence is the number of existing cases already diagnosed per person at
a given time point. (Incidence is customarily expressed as cases/100,000 person-years, and prevalence as
cases per 100,000 persons; prevalence is, roughly, the product of incidence and the average duration of the
disease.) Incidence and prevalence are similar when a disease has a high recovery or short-term mortality
rate (e.g., pneumonia), since death or recovery removes cases from the numerator. Prevalence is higher
than incidence when the short-term mortality and recovery rates are low (e.g., emphysema) because chronic
cases accumulate in the population, growing the numerator. Because incidence relates to new or previously
undiagnosed cases and prevalence to existing or already diagnosed cases, it is incidence that germane to
the diagnostician. Therefore, the epigraph from A Little Book of Doctors’ Rules requires modification –
incidence, not prevalence, has the power of a physical law25.

This distinction, until now neglected in the vast literature on diagnosis and clinical reasoning, is paramount
because the prevalence of many diseases is higher than their incidence, sometimes markedly so. The proba-
bility that a patient seen tomorrow will present with previously undiagnosed symptomatic hypothyroidism
is related to the incidence of hypothyroidism and most practitioners will go a month or longer without diag-
nosing a new case of (incident) hypothyroidism. By contrast, the probability that a patient with established
(prevalent) hypothyroidism will be seen on an average day is high. The physician does not “diagnose” these
cases of prevalent disease – they have already been diagnosed. For already diagnosed chronic diseases prone
to complications or flare-ups, such as systemic lupus erythematosus (SLE), the prevalence of lupus will affect
the probability of seeing the complications, as the latter are conditional upon the former26. However, when
diagnosing complications of SLE, it is already known that SLE is present; therefore, the prevalence of SLE
is immaterial. It is theincidence of the complication that relates the probability of the complication, given
SLE.
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If, as seems likely, notions of disease commonness are based on how frequently patients with the disease are
encountered without regard to whether they represent new or existing diagnoses, the resulting amalgam of
incident and prevalent cases will bias intuitions about what is common, making many diseases appear to be
more common than they are. Referral bias and clinicopathological conferences may similarly skew intuitions
about disease incidence, since patients with rare diseases are concentrated in these samples compared to
unselected patients15,27,28. Indeed, clinicopathological conferences and grand rounds customarily select the
rarest diseases for presentation, turning the natural order of disease frequency topsy-turvy28.

Fortunately, commonness need not be based upon intuitions: because of the proliferation of epidemiological
cohort data in recent decades, the incidence of most diseases can now be readily found in epidemiological
cohort series. Similarly, online resources such as www.uptodate.com commonly report disease incidences
under a subsection on epidemiology. Estimates from these sources are not always in agreement, but the
problems posed by variability are not as serious as they may seem; precise incidences are not necessary.
Worthwhile comparisons can be made based on order of magnitude differences in incidence estimates for
different diseases.

For example, Table 1 shows that the incidence of pneumonia is approximately 650 cases per 100,000 persons-
years. By comparison, that of segmental pulmonary embolism is on the order of 60 per 100,000 person-years.
(UpToDate was used as the default source for incidence data for the sake of simplicity and ease of use and to
limit the size of the bibliography.) Suppose we were to make a differential diagnosis for dyspnea in a patient
presenting to the emergency department before any individuating information about the illness was known
that would allow us to differentiate between pneumonia and pulmonary embolism. (A scenario such as this
occurs countless times each day as emergency room physicians approach a patient’s room with nothing more
than age, gender, and chief complaint recorded by the triage nurse on the intake sheet.) Based on incidence
alone, we could say that pneumonia is an order of magnitude more likely than pulmonary embolism; it is more
than five orders of magnitude more likely than lymphangiomyomatosis. Indeed, diseases with incidences of
less than 1/100,000 person-years are so rare that most clinicians outside of specialized referral centers will
diagnose new (incident) cases on average no more than once or twice during their entire career14.

Incident Disease Annual Incidence* Source+

Community Acquired Pneumonia 650 UpToDate
Asthma requiring hospitalization 119 UpToDate
Pulmonary Embolism after advent of CTPA 112 UpToDate
Pulmonary Embolism before advent of CTPA 62 UpToDate
Lung Cancer 59 Dela Cruz29

Idiopathic Pulmonary Fibrosis 10 UpToDate
Sarcoidosis 10 UpToDate
Systemic Lupus Erythematosus 5 Stojan30

Tuberculosis 3 UpToDate
Hypersensitivity Pneumonitis 2 Fernandez-Perez31

GPA (Wegener’s granulomatosis) 1 Mohammad32

Idiopathic Pulmonary Hypertension 0.7 Prins33

Behcet’s Syndrome 0.38 Calamia34

Lymphangioleiomyomatosis 0.03 Harknett35

Table 1. Annual incidences of selected pulmonary diseases. *Incidence per 100,000 person-years. +UpTo-
Date (www.utdol.com) was accessed on January 13, 2020 and was used as the default source for incidence
data. Additional sources were consulted (as referenced) if UpToDate did not provide an estimate of incidence
for the disease. CTPA, Computed Tomography Pulmonary Angiography

As is evident from Table 1, there is no clear dividing line between common and rare diseases, which exist
on a continuum. Likewise, there is no precise method or formula for taking the raw incidence rate in an
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unselected member of the population from Table 1 and transforming it into a probability of that disease for
a specific patient14,15,26. However, some back-of-the-envelope calculations are illuminating. Suppose that a
patient is being admitted through the emergency department with symptoms compatible with pneumonia
and the physician estimates, based on experience, that the probability of pneumonia is on the order of 65%;
two out of three times he admits a similar patient, the diagnosis is ultimately confirmed to be pneumonia.
The remaining 35% of the diagnostic probability space4 is shared among several less likely possibilities
including lung cancer, atelectasis, infarction, etc. Since, as seen in Table 1, the annual incidence of lung
cancer is approximately one tenth that of CAP, we could estimate that the probability of lung cancer is on
the order of 6.5%, or one tenth of the 65% probability of CAP. This crude approximation will pass muster
with physicians who regularly admits patients with findings compatible with pneumonia – a handful of them
are ultimately diagnosed with lung cancer rather than (or in addition to) pneumonia. Similarly, if a medical
student included tuberculosis on the differential diagnosis for this patient, and she were pressed on how likely
it is, she could respond that the incidence of tuberculosis is just 1/200ththat of CAP making the probability
in this patient, ceteris paribus, 65%/200 or about 0.33%. This number also has face validity for experienced
clinicians: the authors, pulmonologists at an academic medical center, admit on the order of one hundred or
more cases of community acquired pneumonia for every case of tuberculosis they ultimately diagnose.

With this background, we may now attempt to answer the questions posed at the outset. What diseases
are common? Diseases with the highest incidences, (e.g., community acquired pneumonia) on the order of
hundreds of cases per 100,000 person-years; practitioners are likely to encounter these diseases commonly –
daily or weekly – in general medical practice. What diseases are rare? Diseases such as pheochromocytoma,
with an incidence on the order of one case or fewer per 100,000 person-years; diagnosticians are likely to en-
counter new cases of such diseases on the order of once during their entire career14,36. Is sarcoidosis common?
This question is more difficult since sarcoidosis does not fall on the extremes of the incidence continuum.
What we can say is that community acquired pneumonia is 65 times more common; diagnosticians are likely
to encounter something like 65 new cases of pneumonia for each newly diagnosed case of sarcoidosis they
encounter. Should commonness be assessed according to incidence or prevalence? For the purposes of diag-
nosis, it is related to the incidence of new, previously undiagnosed disease. (For the purposes of healthcare
expenditures or burden of disease, it is better assessed by prevalence.) Can the notion of commonness be
operationalized in a practicable way to assist in the assignment of diagnostic probabilities? We hope to have
shown that it can.

What are the implications of these answers? Despite decades of articles and dozens of books on clinical prob-
lem solving claiming that rational diagnosis and therapeutics require formal probabilities of disease14-16,37-41,
controversy about the role of probability in diagnosis is ongoing6,10,11,42-48. This may stem from the fact
that the formal systems proposed for probabilistic problem solving are too complicated and cumbersome
for day-to-day use in the hustle and bustle of medical practice15,26,40,41,49. Thus, experts typically arrive at
a diagnosis by pattern recognition, and any use of probabilistic reasoning is intuitive rather than explicit,
rarified exceptions (including one of the authors) notwithstanding22,50,51. But perhaps the baby has been
discarded with the bathwater: the unsuitability of complex decision trees for everyday use does not mean
that probability is irrelevant to diagnosis, rather that its use must be simplified to be practicable.

The enduring popularity of the CTC axiom and its metaphorical variants is a tacit acknowledgment of the
importance of probability in diagnosis. However, CTC is often invoked after the fact as a corrective (as when
thrombotic thrombocytopenic purpura is disproved by positive blood cultures) rather than as a general guide
for estimating pre-test probability of diseases. Resolving ambiguity about how to determine what is common
may make the axiom more practicable and the notion of probability more tractable for diagnosticians. We
propose that using incidence to compare the relative frequencies of competing diseases early in the differential
diagnosis may avert base rate neglect and related biases from the first. This advice may prove especially
useful for students and trainees who do not yet have an intuitive sense of disease frequencies. For them,
knowing that the incidence of pneumonia is an order of magnitude greater than that of pulmonary embolism
will represent a pedagogical leap over the tautological admonition that “common things are common.”
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There are several limitations to the use of incidence as a starting point for estimating the probability of
disease. As noted, Table 1 shows raw incidences in unselected persons in the population. For many diseases,
the incidence varies markedly in subsets of patients stratified by age, gender, race, geography, and other
factors; diagnosticians must attend to these differences to find an incidence rate appropriate for a specific (as
opposed to unselected) patient. For diseases such as HIV where screening programs are in place, the incidence
will reflect asymptomatic cases detected by screening in addition to those diagnosed because of symptoms,
comingling incidence and prevalence. For specialists and those practicing at specialized centers, patients
referred from other physicians or facilities will likely have enriched probability of rare disease, sometimes
remarkably so. For many diseases, unique combinations of presenting features or pathognomonic signs and
symptoms will give large probability boosts to otherwise rare diseases – i.e., the rare disease is not rare in
the specific clinical scenario. Some rare diseases, e.g., vibrio vulnificus sepsis, are not rare in the presence
of strong risk factors such as hemochromatosis and consumption of raw oysters. Lastly, incidence estimates
are susceptible to a host of epidemiological biases including over- and under-diagnosis and their internal and
external validity can be uncertain. Most of these issues, once acknowledged, can be accounted for, or serve
as an injunction against relying too heavily upon incidence in specific cases.

Because of its immanent probabilistic and stochastic nature, diagnosis is a special type of forecasting. Expert
forecasters of all stripes use base rates and probabilistic reasoning explicitly in the development of their
forecasts9,13,52. In addition to improving accuracy, doing so enables feedback to be more easily brought to
bear on the process, improving subsequent forecasts8,13,52. Failure to make explicit probabilistic predictions
hinders calibration by fostering the “I knew it all along” effect of hindsight bias52-55. Physicians, when
they have been studied, have shown unimpressive proficiency at forecasting and calibration7,10,53. Whether
explicit consideration of numerical disease incidences can improve diagnostic accuracy must await empirical
research dedicated to that question. Such research will require new paradigms of physician evaluation that
depart from the traditional use of material focused on rare diseases and recondite knowledge, untethered
to base rates, to assess medical competence and clinical acumen. Meanwhile, we see little downside to
considering incidence as a starting point for gauging what diseases are common for the purpose of diagnosis.
“Common diseases have the highest incidences” merely revises the tautology, and admittedly makes for a
less euphonious axiom. Nonetheless, being more explicit and concrete, it holds the promise of providing
practicable guidance for how to integrate probability into diagnosis.
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