
P
os
te
d
on

28
N
ov

20
22

—
T
h
e
co
p
y
ri
gh

t
h
ol
d
er

is
th
e
au

th
or
/f
u
n
d
er
.
A
ll
ri
gh

ts
re
se
rv
ed
.
N
o
re
u
se

w
it
h
ou

t
p
er
m
is
si
on

.
—

h
tt
p
s:
//
d
oi
.o
rg
/1
0.
22
54
1/
au

.1
66
96
20
92
.2
21
46
70
0/
v
1
—

T
h
is

a
p
re
p
ri
n
t
an

d
h
a
s
n
o
t
b
ee
n
p
ee
r
re
v
ie
w
ed
.
D
a
ta

m
ay

b
e
p
re
li
m
in
a
ry
.

Applications of Clifford ratios unaffected by the local Schwarz

paradox

Paolo Roselli1

1Universita degli Studi di Roma Tor Vergata Dipartimento di Matematica

November 28, 2022

Abstract

We show that the gradient of a strongly differentiable function at a point is the limit of a single coordinate-free Clifford quotient

between a multi-difference pseudo-vector and a pseudo-scalar, or of a sum of Clifford quotients between scalars (as numerators)

and vectors (as denominators), both evaluated at the vertices of a same non-degenerate simplex contracting to that point. Such

result allows to fix a issue with a defective definition of pseudo-scalar field in Sobczyck’s Simplicial Calculus. Then, we provide

some consequences and conjectures implied by the foregoing results.
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1 INTRODUCTION

The derivative f ′(x0) of a single-variable scalar function f ∶ Ω ⊆ ℝ → ℝ at a point x0 internal to Ω is the limit of the quotient
Δf(a,x0)

Δ(a,x0)

, between the differences Δf(a,x0) = f (a) − f (x0), and Δ(a,x0)
= a − x0

lim
a→x0

Δf(a,x0)

Δ(a,x0)

= f ′(x0) .

The strong derivative f ∗(x0) is defined1 by a stronger, but fully symmetric, limit

lim
(a,b)→(x0,x0)
a,b distinct

Δf(a,b)

Δ(a,b)

= f ∗(x0)

of the difference quotient
f (a) − f (b)

a − b
. So, f ∗(x0) = f ′(x0) when the strong derivative exists. The existence of those limits

corresponds to a well known geometric phenomenon: the line secant the graph of f at points
(
a, f (a)

)
,
(
b, f (b)

)

y = f (a) +
Δf(a,b)

Δ(a,b)

(x − a) (1.1)

assumes, as the non-degenerate segment joining a and b contracts to x0, the limit position

y = f (x0) + f ′(x0)(x − x0) (1.2)

1See for example 17, 12, 6.
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which is the line tangent the graph of f at point
(
x0, f (x0)

)
.

1.1 The local Schwarz paradox

By analogy, one would expect that planes secant the graph of a two-variable real function at three non collinear points always

assume as limit position (as those three points converge on the graph to a same limit point) the position of the plane tangent the

graph at that limit point. Amazingly, this is not the case, even for smooth functions 2.

Example 1. Let f (x, y) =
√
1 − x2. The plane secant the graph

{(
x, y, f (x, y)

)
∶ (x, y) ∈ [−1, 1] × ℝ

}
at points (0, 0, 1),

(−�, �,
√
1 − �2), and (�, �,

√
1 − �2), is defined by the relation between (x, y, z) ∈ ℝ3

z = 1 −
�2

�(1 +
√
1 − �2)

y (1.3)

• If � = � and � → 0, then the limit position of the secant plane (1.3) is the plane z = 1, which is tangent to the graph of f

at (0, 0, 1);

• If � = �2 and � → 0, then the limit position of the secant plane (1.3) is the plane z = 1 −
1

2
y, which is not tangent to the

graph of f at point (0, 0, 1);

• If � = �3 and � → 0, then the limit position of the secant plane (1.3) is the plane y = 0, which is even orthogonal to the

tangent plane!

Such a local divergent phenomenon implies a global divergent one, concerning the area of smooth surfaces: the so-called

“Schwarz paradox” (see, for example,20,16,24,7,18, and14).

1.2 Some notations for the following

In this work we perform coordinate-free vector computations. In order to better distinguish dimensionless numbers (i.e., scalars)

from vectors, we adopt the following notations:

• vectors are denoted by bold Latin lower case letters;

• real numbers are denoted by non-bold Latin or Greek lower case letters;

• En denotes a n-dimensional Euclidean space: a real vector space with a positive definite symmetric bilinear form; this

bilinear form is denoted by u ⋅ v, for each u, v ∈ En.

In particular, if {e1, e2} is an orthonormal basis for E2 (i.e., e1 ⋅ e2 = 0, and e1 ⋅ e1 = e2 ⋅ e2 = 1), x = xe1 + ye2, a = 0,

b = −�e1 + �e2, c = �e1 + �e2, then the foregoing Example 1 can be resumed as follows: the secant plane z = f (a) −
�2

�(1 +
√
1 − �2)

y has no limit position when the non-degenerate triangle (having vertices a, b and c) contracts to the point 0,

because lim
(�,�)→(0,0)

�2

�(1 +
√
1 − �2)

does not exist.

In general, for a nonlinear two-variable function f , the local Schwarz paradox corresponds to the nonexistence of the strong

limit

lim
(a,b,c)→(x0,x0,x0)
a,b,c not collinear

r(f,a,b,c) ,

where r(f,a,b,c) is the vector in E2 such that the secant plane to the graph of f at points
(
a, f (a)

)
,
(
b, f (b)

)
, and

(
c, f (c)

)
has

Cartesian equation in E2 ⊕ℝ

z = f (a) + r(f,a,b,c) ⋅ (x − a) , (1.4)

when a, b, and c are vertices of a non-degenerate triangle internal to the domain Ω of f .

2See also 19.
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Remark. The letter “r” in r(f,a,b,c) stands for “ratio”, because we will show that such vector can be considered as a ratio of a

pseudo-vector and a pseudo-scalar in a suitable Clifford algebra.

Remark. Vectors of En will also be called “points”, because we identify the Euclidean vector space En with an Euclidean affine3

space n (modeled on En) where an arbitrary point O ∈ n is considered as reference point, and it is identified with the zero

vector 0 ∈ En. This allows us to interpret geometrically some subsets of En. For instance,

• a “line” in En is the set

(a,b) = {�a + �b ∶ �, � ∈ ℝ, � + � = 1}

for some distinct points a, b in En;

• three distinct points a, b and c in En are “collinear” if they all belong to a same line;

• a “plane” in En is the set

(a,b,c) = {�a + �b + 
c ∶ �, �, 
 ∈ ℝ, � + � + 
 = 1}

for some distinct and non collinear points a, b, and c in En;

• four distinct points a1, a2, a3, and a4 in En are “coplanar” if they all belong to a same plane.

1.3 Summary of this work

In this work we first provide explicit coordinate-free expressions of vector r(f,a,b,c) ∈ E2, both

• as a linear combination4 of vectors a, b, c (in Section 3.2) and,

• in Section 3.1, as a non-commutative quotient (
�f(a,b,c)

)(
Δ(a,b,c)

)−1

of a multi-difference vector

�f(a,b,c) =
[
f (b) − f (a)

]
(c − a) −

[
f (c) − f (a)

]
(b − a) ∈ E2 ,

and the oriented area

Δ(a,b,c) = (a ∧ b) + (b ∧ c) + (c ∧ a) = (b − a) ∧ (c − a) ∈ G(2
2
)

with respect to the geometric product of the Clifford algebra5

G2 = l(E2)
= l2,0 ≃ ℝ⊕ E2 ⊕ G(2

2
)

generated by the two-dimensional Euclidean space E2.

Then, in Section 3.4 we introduce a new multi-difference vector �f(a,b,c), such that the corresponding plane

z = f (a) +
[(

�f(a,b,c)

)(
Δ(a,b,c)

)−1]
⋅ (x − a)

(called “mean secant plane”) always assumes, as limit position, that of the tangent plane

z = f (x0) + ∇f (x0) ⋅ (x − x0) , (1.5)

because we prove6 that the limit

lim
(a,b,c)→(x0,x0,x0)
a,b,c not collinear

(
�f(a,b,c)

)(
Δ(a,b,c)

)−1
,

3See for instance 1.
4Another linear combination, using vectors normal to the sides of the triangle determined by the points a, b and c, can be found in 19.
5See for example 13, 9, 5, 8, 2, 22, and Section 4.3.1 (Remark 6) for the notation G(n

k
).

6see Theorem 1.
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always exists when f is strongly differentiable7 at x0, and it is equal to the gradient ∇f (x0). Moreover, we show in Proposition 1

that the vector r(f,a,b,c), corresponding to the Clifford ratio
(
�f(a,b,c)

)(
Δ(a,b,c)

)−1
, can always be written as a sum of quotients

between numbers (as numerators) and vectors (as denominators), strongly resembling the scalar difference quotients; more

precisely, we will prove that

r(f,a,b,c) =
f (ā) − f (a)

ā − a
+

f (c) − f (b)

c − b
,

where ā is uniquely defined by points a, b and c in Section 3.3.2. Then, in Section 4 we extend the foregoing results to dimension

three, and in Section 5 to arbitrary higher dimensions8. We decided to proceed to the latter general case slowly, because a reader

eventually concerned by the local Schwarz paradox is not necessarily acquainted to general formulas in Geometric Algebra, and

we esteem that the low dimensional cases involve computations more affordable for freshmen to Clifford algebras than general

relations in Geometric Algebra. Then, in Section 6 we remark that Theorems 1, 2 and 3 can fix an issue with the defective9

definition (3.4) of pseudo-scalar field given at page 6 in21. Finally, in Section 7, we sketch some possible consequences and

conjectures implied by the foregoing results.

Remark. While the tangent and secant lines are represented by analogue scalar equations such as (1.1) and (1.2) , tangent and

secant planes are proposed differently: the equation of the tangent plane is universally known in the coordinate-free vector

form (1.5), but we have never met in the literature the equation of the secant plane in the coordinate-free vector form (1.4). The

lack of vector r(f,a,b,c) from Calculus texts makes difficult even asking the question of which could be the vector analogy of

the scalar difference quotient. This gap is not surprising, since vector r(f,a,b,c) is a Clifford ratio and most mathematicians are

unfamiliar with Geometric Algebra.

2 SOME REMINDERS OF GEOMETRIC ALGEBRA

As announced, in this work we use the associative vector algebra

Gn = l(En)
= ln,0 ,

which is the Clifford geometric algebra10 generated by the n-dimensional Euclidean space En (the geometric product being

denoted by juxtaposition). In particular, in Gn, we have that

• for all v ∈ En vv = v2 = v ⋅ v, which implies that
1

2
(uv + vu) = u ⋅ v, for all u, v ∈ En;

• scalars always commute with the geometric product;

• if {e1,… , en} is an orthonormal basis for En (i.e., ei ⋅ ej = 0 when i ≠ j, and ei ⋅ ei = 1), then

{1} ∪ {ei1 ⋯ eik}1≤i1<⋯<ik≤n with 1 ≤ k ≤ n

is a basis for Gn. So, the associative vector algebra Gn has dimension 2n.

Thus, for instance,

{1, e1 , e2 , e1e2} is a basis for G2 ;

{1 , e1 , e2 , e3 , e1e2 , e1e3 , e2e3 , e1e2e3} is a basis for G3 .

Defining u ∧ v =
1

2
(uv− vu) for each u, v ∈ En, you can verify that u ∧ v = −v ∧ u, u ∧ u = 0, and u ∧ v = uv when vectors u

and v are mutually orthogonal (i.e., u ⋅ v = 0).

Remark. Note that, for each u, v ∈ En, we have that uv = (u ⋅ v) + (u ∧ v). In what follows, to limit the use of parentheses, we

adopt the following rule of precedence between operations: geometric product is used first, secondly the scalar product “⋅”, then

“∧” is performed, and finally the sum “+”.

7See Definition 1.
8See Theorems 2 and 3.
9See 14.

10See for example 13, 9, 5, 8, 2, 22.



5

2.1 The 2 × 2 determinant as a Clifford quotient and as a scalar product

Clifford geometric algebra allows coordinate-free vector computations having interesting geometric interpretations. For example,

we can give a coordinate-free interpretation to the determinant of a 2 × 2 real matrix

(
�1 �2

�1 �2

)

as a Clifford ratio. As a matter of fact, let us fix any ordered couple e1, e2 of orthonormal vectors in En (with n ≥ 2), and let us

consider u = �1e1 + �2e2 and v = �1e1 + �2e2 ∈ E2 ⊆ En, then

(u ∧ v)(I2)
−1 =

[
(�1e1 + �2e2) ∧ (�1e1 + �2e2)

]
(e1e2)

−1

= det

(
�1 �2

�1 �2

)
e1e2(e2e1) = det

(
�1 �2

�1 �2

)

as I2 = e1 ∧ e2 = e1e2, and (I2)
−1 = e2e1 = −e1e2 = −I2. Note that, as (u ∧ v)(I2)

−1 = (I2)
−1(u ∧ v), one could also write

det

(
�1 �2

�1 �2

)
=

u ∧ v

I2
.

Remark. The geometric product I2 does not depend on the particular orthonormal basis {e1, e2} of span{e1, e2}, but only on

its orientation. More precisely, if {g1, g2} is any other orthonormal basis of span{e1, e2}, then g1g2 (= g1 ∧ g2) is equal to I2
or −I2. That is why I2 is called an “orientation” of span{e1, e2}. An analogue property and definition is valid for the product

e1 ⋯ ek = Ik of any ordered list of mutually orthonormal vectors in En (with n ≥ k).

Remark. We recall that spanS means the smallest linear subspace that contains the set S ⊆ En.

Thus, a 2 × 2 determinant can be considered as the Clifford ratio between the two coordinate-free blades u ∧ v and I2 (a

“blade” being the geometric product of non zero mutually orthogonal vectors). Those elements are also called “G2-pseudo-

scalars”, because they are scalar multiples of the orientation I2 of E2 (the Euclidean space generating G2), and can be interpreted

as oriented areas in span{e1, e2} = E2. Later we will see that this Clifford geometric interpretation of a 2 × 2 determinant holds

for every k × k determinant. Let us also observe that, if v = �1e1 + �2e2, then

vI2 = (�1e1 + �2e2)e1e2 = �1e1e1e2 + �2e2e1e2 = −�1e1e2e1 − �2e1e2e2 = −e1e2(�1e1 + e2) = −I2v

= −�2e1 + �1e2 ∈ span{e1, e2} .

Thus, we can also write a 2 × 2 determinant as a scalar product

det

(
�1 �2

�1 �2

)
= (u ∧ v)(I2)

−1 = −
1

2
(uv − vu)I2 =

1

2

(
− uvI2 + vuI2

)
=

1

2

(
uI2v + vuI2

)
=
(
uI2

)
⋅ v = −

[
u(I2)

−1
]
⋅ v ,

where uI2 is the vector obtained by rotating vector u of a right angle counterclockwise in span{e1, e2}
(

provided e1 and e2 are

mutually oriented like that:
e1

e2 )
.

3 THE CASE OF A TWO-VARIABLE FUNCTION

The possibility to express the determinant of a square matrix both as a Clifford quotient and as a scalar product is the key tool

to write in a coordinate-free framework the equation of a plane secant the graph of a multi-variable function.

3.1 Coordinate-free expression of a plane secant the graph of a two-variable function

Let f ∶ Ω ⊆ E2 → ℝ be a function defined on a subset Ω of the two-dimensional Euclidean space E2. A plane passing through

the three points of E2 ⊕ℝ ≃ ℝ3

(
a, f (a)

)
=
(
�1e1 + �2e2, f (a)

)
,
(
b, f (b)

)
=
(
�1e1 + �2e2, f (b)

)
,
(
c, f (c)

)
=
(

1e1 + 
2e2, f (c)

)
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can be represented by the Cartesian relation

det

⎛⎜⎜⎝

x − �1 y − �2 z − f (a)

�1 − �1 �2 − �2 f (b) − f (a)


1 − �1 
2 − �2 f (c) − f (a)

⎞⎟⎟⎠
= 0 (3.1)

between the real variables x, y, z ∈ ℝ. This determinant can be rewritten by a Laplace expansion as follows

[
z − f (a)

]
det

(
�1 − �1 �2 − �2

1 − �1 
2 − �2

)
−
[
f (b) − f (a)

]
det

(
x − �1 y − �2

1 − �1 
2 − �2

)
+
[
f (c) − f (a)

]
det

(
x − �1 y − �2
�1 − �1 �2 − �2

)

Then, in G2 the equation (3.1) becomes
[
z − f (a)

][
(b − a) ∧ (c − a)

]
(I2)

−1 −
[
f (b) − f (a)

][
(x − a) ∧ (c − a)

]
(I2)

−1 +
[
f (c) − f (a)

][
(x − a) ∧ (b − a)

]
(I2)

−1 = 0 ,

being x = xe1 + ye2 ∈ E2, and (x, z) ∈ E2 ⊕ℝ. The foregoing relation is equivalent, in G2, to
[
z − f (a)

][
(b − a) ∧ (c − a)

]
=
[
f (c) − f (a)

][
(b − a) ∧ (x − a)

]
−
[
f (b) − f (a)

][
(c − a) ∧ (x − a)

]

Let us define

Δ(a,b,c) = (b − a) ∧ (c − a)
[

which is also equal to (a − b) ∧ (b − c)
]
.

We observe that

�2 =
1

2
det

(
�1 − �1 �2 − �2

1 − �1 
2 − �2

)
=

1

2
Δ(a,b,c)(I2)

−1

is the oriented area of the triangle having vertices a, b, and c (the subscript “2” in �2 anticipate the use of �n as the hypervolume

of a n-dimensional simplex). So, we can write Δ(a,b,c) = 2�2I2, and
(
Δ(a,b,c)

)−1
=

1

2�2
(I2)

−1. Then, the equation of the secant

plane (3.1) becomes

2�2
[
z − f (a)

]
I2 =

{[
f (c) − f (a)

]
(b − a) −

[
f (b) − f (a)

]
(c − a)

}
∧ (x − a).

That is,

z =f (a) +
1

2�2

{{[
f (c) − f (a)

]
(b − a) −

[
f (b) − f (a)

]
(c − a)

}
∧ (x − a)

}
(I2)

−1

=f (a) +
1

2�2

{{[
f (b) − f (a)

]
(c − a) −

[
f (c) − f (a)

]
(b − a)

}
(I2)

−1
}
⋅ (x − a)

=f (a) +
{{[

f (b) − f (a)
]
(c − a) −

[
f (c) − f (a)

]
(b − a)

}(
Δ(a,b,c)

)−1}
⋅ (x − a)

Thus, we have that

r(f,a,b,c) =
[[
f (b) − f (a)

]
(c − a) −

[
f (c) − f (a)

]
(b − a)

](
Δ(a,b,c)

)−1
,

which is, in fact, the Clifford ratio between the multi-difference vector

�f(a,b,c) =
[
f (b) − f (a)

]
(c − a) −

[
f (c) − f (a)

]
(b − a) ∈ E2 ,

and the bivector

Δ(a,b,c) = (b − a) ∧ (c − a) = (a − b) ∧ (b − c) = 2�2I2 .

Remark 1. As r(f,v1,v2,v3) =
(
�f(v1,v2,v3)

)(
Δ(v1,v2,v3)

)−1
, you can verify that

r(f,v�1 ,v�2 ,v�3 )
= r(f,v1,v2,v3)

for every triple of non collinear vectors v1, v2, v3 ∈ Ω, and every permutation � ∈ 3 of the set {1, 2, 3}. In other words,

vector r(f,a,b,c) is a totally symmetric function of its vector arguments a,b, c ∈ E2, as the scalar difference quotient
Δf(a,b)

Δ(a,b)

=

f (a) − f (b)

a − b
is a totally symmetric function of its scalar arguments a, b ∈ ℝ.

Remark 2. In the case of the Example 1, we have that

• b − a = −�e1 + �e2 , c − a = �e1 + �e2

• f (b) − f (a) =
√
1 − �2 − 1 = f (c) − f (a)
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• �f(a,b,c) = 2�
(√

1 − �2 − 1
)
e1

• Δ(a,b,c) = −2��e1e2

So,

r(f,a,b,c) =

√
1 − �2 − 1

�
e2

3.2 The vector r(f,a,b,c) as linear combination of vectors a, b, and c

Given an oriented triangle in E2 whose vertices are the ordered vectors a, b, and c in E2, we define

�b = b − a , �c = c − a , Δf(b) = f (b) − f (a) , and Δf(c) = f (c) − f (a) .

Let us recall that

• Δ(a,b,c) = (�b) ∧ (�c) = 2�2I2

•
(
Δ(a,b,c)

)2
= −4�2

2
= |�b|2|�c|2 − (

�b ⋅ �c
)2

•
(
Δ(a,b,c)

)−1
=

1(
Δ(a,b,c)

)2Δ(a,b,c) = −
1

4�2
2

Δ(a,b,c) = −
1

2�2
I2

• �f(a,b,c) = Δf(b)�c − Δf(c)�b

• u(v ∧ w) = (u ⋅ v)w − (u ⋅ w)v for all u, v, and w in E2.

So, we can write

r(f,a,b,c) =
(
�f(a,b,c)

)(
Δ(a,b,c)

)−1
=
(
Δf(b)�c − Δf(c)�b

)[
(�b) ∧ (�c)

]−1

= −
1

4�2
2

(
Δf(b)�c − Δf(c)�b

)[
(�b) ∧ (�c)

]

= −
1

4�2
2

{
Δf(b)�c

[
(�b) ∧ (�c)

]
− Δf(c)�b

[
(�b) ∧ (�c)

]}

= −
1

4�2
2

{
Δf(b)(�c ⋅ �b)�c) − Δf(b)|�c|2�b

}
+

1

4�2
2

{
Δf(c)|�b|2�c − Δf(c)(�b ⋅ �c)�b)

]

=
Δf(b)|�c|2 − Δf(c)(�b ⋅ �c)

|�b|2|�c|2 − (
�b ⋅ �c

)2 �b +
Δf(c)|�b|2 − Δf(b)(�b ⋅ �c)

|�b|2|�c|2 − (
�b ⋅ �c

)2 �c

3.3 Mirroring vectors and points I

3.3.1 Vector mirrored by a 1-dimensional linear subspace

We recall that to each non zero vector u ∈ En we can associate the 1-dimensional linear subspace of En span{u} = {�u ∶ � ∈

ℝ} = ℝu. Besides, every non zero vector u ∈ En is invertible in Gn, and u−1 =
1

|u|2 u. Then, given a vector v ∈ En, we can write

v = vuu−1 = (vu)u−1 = (v ⋅ u + v ∧ u)u−1 =
v ⋅ u

|u|2 u + (v ∧ u)u−1 (3.2)

Remark 3. If v ∈ En is invertible and � ∈ ℝ the expression

�

v

is unambiguous, because in Gn scalars commute with vectors (and with any other element, indeed). As a matter of fact,

�

v
= �v−1 = v−1� =

�

v ⋅ v
v =

�

|v|2 v



8

Remark 4. Notice that (v ∧ u)u−1 is orthogonal to u. As a matter of fact,

4
[
(v ∧ u)u−1

]
⋅ u = 2(v ∧ u)u−1u + 2u(v ∧ u)u−1 = 2(v ∧ u) + u(vu − uv)u−1 = 2(v ∧ u) + uv − uuvu−1

= 2(v ∧ u) + uv − vu = 2(v ∧ u) + 2(u ∧ v) = 0

As
v ⋅ u

|u|2 u is parallel to u, and (v∧u)u−1 is orthogonal to u, we can consider relation (3.2) as the decomposition of v = v∥+v⊥

into its orthogonal projection v∥ =
v ⋅ u

|u|2 u = (u ⋅ v)u−1 parallel to the line ℝu = (0,u), and its rejection v⊥ = (v ∧ u)u−1

orthogonal to ℝu.

u

v

v||

v⊥

Thus, the vector v̂, obtained by mirroring v through (0,u),

u

v

v̂

can be written as

v̂ =v∥ − v⊥ = (u ⋅ v)u−1 − (v ∧ u)u−1 = (u ⋅ v)u−1 + (u ∧ v)u−1 = (u ⋅ v + u ∧ v)u−1 = uvu−1

=
[
2(u ⋅ v) − vu

]
u−1 = 2(u ⋅ v)u−1 − v = 2

u ⋅ v

|u|2 u − v ∈ span{u, v} ,

as for each u, v ∈ En uv = 2(u ⋅ v) − vu. Moreover, |v̂| = |v|; as a matter of fact,

|v̂|2 = v̂v̂ = uvu−1uvu−1 = u|v|2u−1 = |v|2.

3.3.2 Point mirrored by a line in En (with n ≥ 2)

Given three non collinear points a, b, and c in En, we want to mirror point a by the line (b,c) passing through the points b, and

c. We denote by ā that mirrored point. We can express ā by computing the vector v̂, obtained by mirroring vector v = a − b by

the non zero vector c − b. Thus, the reflected point ā

a

b
c

a

can be expressed using the geometric Clifford product in Gn

ā =b + (c − b)(a − b)(c − b)−1 = b − 2
[
(c − b) ⋅ (�b)

]
(c − b)−1 + (b − a)

=2b − 2
[
(c − b) ⋅ (�b)

]
(c − b)−1 − a = 2b − 2

(c − b) ⋅ (�b)

c − b
− a = 2b − 2

(c − b) ⋅ (�b)

|c − b|2 (c − b) − a ∈ (a,b,c) .
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Thus,

ā − a = 2(�b) − 2
[
(c − b) ⋅ (�b)

]
(c − b)−1 = 2(�b)(c − b)(c − b)−1 − 2

[
(�b) ⋅ (c − b)

]
(c − b)−1

= 2
{
(�b)(c − b) −

[
(�b) ⋅ (c − b)

]}
(c − b)−1 = 2

[
(�b) ∧ (c − b)

]
(c − b)−1

and |ā − b| = |a − b|.
Remark 5. By using Remark 4, you can verify that vectors ā − a and b − c are mutually orthogonal. Moreover,

(ā − a) ∧ (c − b) = (ā − a)(c − b) = 2
[
(�b) ∧ (c − b)

]
(c − b)−1(c − b) = 2(b − a) ∧ (c − b) = 2Δ(a,b,c)

3.4 The mean multi-difference vector

Let us define the “mean multi-difference vector”,

Δf(a,b,c) =
1

2

(
Δf(a,b,c) + Δf(ā,c,b)

)
=

1

2

(
Δf(a,b,c) − Δf(ā,b,c)

)
.

Lemma 1.

Δf(a,b,c) =
1

2

{[
f (ā) − f (a)

]
(c − b) −

[
f (c) − f (b)

]
(ā − a)

}
.

Proof of Lemma 1.

Δf(a,b,c) =
1

2

{[
f (b) − f (a)

]
(c − a) −

[
f (c) − f (a)

]
(b − a)

}
−

1

2

{[
f (b) − f (ā)

]
(c − ā) −

[
f (c) − f (ā)

]
(b − ā)

}

=
1

2

{[
f (ā) − f (a)

]
c +

[
f (c) − f (b)

]
a +

[
f (a) − f (ā)

]
b +

[
f (b) − f (c)

]
ā
}
□

The foregoing Lemma 1 and Remark 3 allows us to obtain a simple expression for the vector corresponding to the mean multi-

difference quotient r(f,a,b,c) =
(
�f(a,b,c)

)(
Δ(a,b,c)

)−1
, which strongly recall the usual difference quotients (as anticipated in the

abstract and in the introduction of this work).

Proposition 1.

r(f,a,b,c) =
f (ā) − f (a)

ā − a
+

f (c) − f (b)

c − b
.

Proof of Proposition 1. From Remark 5 we have that ā−a is orthogonal to c−b, and (ā−a)∧(c−b) = 2Δ(a,b,c). So, we can write

Δ(a,b,c) =
1

2
(ā − a) ∧ (c − b) =

1

2
(ā − a)(c − b) and

(
Δ(a,b,c)

)−1
= 2(c − b)−1(ā − a)−1 = −2(ā − a)−1(c − b)−1.

Then, by Lemma 1, we can write

r(f,a,b,c) =
(
�f(a,b,c)

)(
Δ(a,b,c)

)−1
=
{[

f (ā) − f (a)
]
(c − b) −

[
f (c) − f (b)

]
(ā − a)

}
(c − b)−1(ā − a)−1

=
[
f (ā) − f (a)

]
(ā − a)−1 +

[
f (c) − f (b)

]
(c − b)−1 =

f (ā) − f (a)

ā − a
+

f (c) − f (b)

c − b
,

coherently with Remark 3. □

3.5 Convergence of the mean secant plane to the tangent plane

As we have seen, in the Example, the local Schwarz paradox is due to the non existence of the limit

lim
(a,b,c)→(x0,x0,x0)
a,b,c not collinear

(
�f(a,b,c)

)(
Δ(a,b,c)

)−1
.

Here we recall11 the definition of strong (or strict) differentiability of a multi-variable function at an internal point of its domain.

Definition 1. A function f ∶ Ω ⊆ En → ℝ is strongly differentiable at x0 (a point internal to Ω) if there exists a vector

f∗(x0) ∈ En such that for each � > 0 there exists a � > 0 such that if |u − x0| < � and |v − x0| < �, then

|||f (u) − f (v) − f∗(x0) ⋅ (u − v)
||| < �

|||u − v
||| ,

being u, v ∈ Ω.

11See for example 17, 12, 6.
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Remark. We recall that, if a function is strongly differentiable at x0, then it is also differentiable, and the vector f∗(x0) coincides

with the gradient ∇f (x0).

Theorem 1. If the function f ∶ Ω ⊆ E2 → ℝ is strongly differentiable at x0 (a point internal to Ω), then

lim
(a,b,c)→(x0,x0,x0)
a,b,c not collinear

(
�f(a,b,c)

)(
Δ(a,b,c)

)−1
= ∇f (x0) .

Remark. The foregoing result state that the “mean secant plane”

z = f (a) + r(f,a,b,c) ⋅ (x − a) ,

where r(f,a,b,c) =
(
�f(a,b,c)

)(
Δ(a,b,c)

)−1
, always converges to the tangent plane

z = f (x0) + ∇f (x0) ⋅ (x − x0) ,

as the non-degenerate triangle with vertices a, b, c contracts to point x0.

Proof of Theorem 1.

Let us recall that, given three vectors u, v, and w in En, if u ∈ span{v,w}, then u(v∧w) = (u ⋅ v)w− (u ⋅w)v. So, we can write

∇f (x0)
(
Δ(a,b,c)

)
=

1

2
∇f (x0)

[
(ā − a) ∧ (c − b)

]
=

1

2

[
∇f (x0) ⋅ (ā − a)

]
(c − b) −

1

2

[
∇f (x0) ⋅ (c − b)

]
(ā − a)

As
(
Δ(a,b,c)

)−1
= 2(c − b)−1(ā − a)−1 = −2(ā − a)−1(c − b)−1, we can write

∇f (x0) = ∇f (x0)
(
Δ(a,b,c)

)(
Δ(a,b,c)

)−1
=
[
∇f (x0) ⋅ (ā − a)

]
(ā − a)−1 +

[
∇f (x0) ⋅ (c − b)

]
(c − b)−1

=
∇f (x0) ⋅ (ā − a)

ā − a
+

∇f (x0) ⋅ (c − b)

c − b

So, by Proposition 1, we can write

r(f,a,b,c) − ∇f (x0) =
[
f (ā) − f (a) − ∇f (x0) ⋅ (ā − a)

]
(ā − a)−1 +

[
f (c) − f (b) − ∇f (x0) ⋅ (c − b)

]
(c − b)−1

=
f (ā) − f (a) − ∇f (x0) ⋅ (ā − a)

ā − a
+

f (c) − f (b) − ∇f (x0) ⋅ (c − b)

c − b
.

As
||||
�

v

|||| =
|�|
|v| for every � ∈ ℝ and for every invertible vector v ∈ En, we have that

|||r(f,a,b,c) − ∇f (x0)
||| ≤

|||f (ā) − f (a) − ∇f (x0) ⋅ (ā − a)
|||

|ā − a| +

|||f (c) − f (b) − ∇f (x0) ⋅ (c − b)
|||

|c − b| .

As f is strongly differentiable at x0, we know that, given � > 0 there exists �� > 0 such that if |u−x0| < �� and |v−x0| < �� , then

|f (u) − f (v) − ∇f (x0) ⋅ (u − v)| < �|u − v| .
So, if we choose a, b, and c non collinear, and such that

• |a − x0| < 1

3

(
� �

2

)
,

• |b − x0| < 1

3

(
� �

2

)
,

• |c − x0| < � �

2

,

then |||r(f,a,b,c) − ∇f (x0)
||| < � ,

as

• |a − b| ≤ |a − x0| + |b − x0| < 2

3

(
� �

2

)
,

• |ā − x0| ≤ |ā − b| + |b − x0| = |a − b| + |b − x0| < � �

2

. □

Remark. The divergence phenomenon of the local Schwarz paradox is due to the fact that vectors b−a and c−a are not mutually

orthogonal, in general. On the contrary, vectors a− ā and b−c are always orthogonal. Moreover, the following crucial identities

hold
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(ā − a)(c − b) = (ā − a) ∧ (c − b) = 2(b − a) ∧ (c − a).

Such key properties of the mirrored points will be used to extend the foregoing convergence result to higher dimensions.

Remark. In the case of the Example 1, we have that

• ā = 2�e2 , f (ā) = 1,

• �f(a,b,c) = 0.

So, r(f,a,b,c) = 0, and ∇f (a) = 0, indeed.

In the same example we could also choose the same points but in a different order. For example, one could choose

a = −�e1 + �e2, b = �e1 + �e2, c = 0.

In this case, the mirrored point would be different, and we would have

• �b = b − a = 2�e1 , �c = c − a = �e1 − �e2 , c − b = −b

• Δ(a,b,c) = (b − a) ∧ (c − a) = −2��e1e2

• f (b) − f (a) = 0 , f (c) − f (a) = 1 −
√
1 − �2

• �f(a,b,c) =
[
f (b) − f (a)

]
(c − a) −

[
f (c) − f (a)

]
(b − a) = 2�(

√
1 − �2 − 1)e1

• r(f,a,b,c) =
1 −

√
1 − �2

2�
e2,

as one would expect by Remark 1 and Remark 2; besides,

• ā = 2b − 2
[
(c − b) ⋅ (�b)

]
(c − b)−1 − a =

3�2 − �2

�2 + �2
�e1 +

�2 − 3�2

�2 + �2
�e2,

• ā − a =
4��2

�2 + �2
e1 −

4�2�

�2 + �2
e2 , |ā − a|2 = 16�2�2

�2 + �2

• f (ā) =

√
1 − �2

(
3�2 − �2

�2 + �2

)2

,

•

r̄f(a,b,c) =
f (ā) − f (a)

|ā − a|2 (ā − a) +
f (c) − f (b)

|c − b|2 (c − b) =

=

⎧
⎪⎪⎨⎪⎪⎩

��2
�2 − �2

(�2 + �2)2
2√

1 − �2

(
3�2−�2

�2+�2

)2

+
√
1 − �2

−
�3

(�2 + �2)
[
1 +

√
1 − �2

]

⎫
⎪⎪⎬⎪⎪⎭

e1+

−

⎧⎪⎪⎨⎪⎪⎩

�2�
�2 − �2

(�2 + �2)2
2√

1 − �2

(
3�2−�2

�2+�2

)2

+
√
1 − �2

+
�2�

(�2 + �2)
[
1 +

√
1 − �2

]

⎫⎪⎪⎬⎪⎪⎭

e2 = r̄(�,�) ,

and you can verify that

lim
(�,�)→(0,0)

r̄(�,�) = 0 = ∇f (0) .
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4 THE CASE OF A THREE-VARIABLE FUNCTION

4.1 The 3 × 3 determinant as a Clifford quotient and as a scalar product

Let us now recall that the determinant of a 3 × 3 real matrix

⎛⎜⎜⎝

�1,1 �1,2 �1,3

�2,1 �2,2 �2,3

�3,1 �3,2 �3,3

⎞⎟⎟⎠
can be written as a coordinate-free Clifford quotient. As usual, let us fix any ordered triple e1, e2, e3 of mutually orthonormal

vectors in En (with n ≥ 3), and let us consider u1 = �1,1e1 + �1,2e2 + �1,3e3, u2 = �2,1e1 + �2,2e2 + �2,3e3, and u3 = �3,1e1 +

�3,2e2 + �3,3e3, then you can verify that

(u1 ∧ u2 ∧ u3)(I3)
−1 = det

⎛
⎜⎜⎝

�1,1 �1,2 �1,3

�2,1 �2,2 �2,3

�3,1 �3,2 �3,3

⎞
⎟⎟⎠
,

because

u�1 ∧ u�2 ∧ u�3 = �� u1 ∧ u2 ∧ u3 ,

for each permutation � ∈ 3 of the set {1, 2, 3}, having parity �� ∈ {−1, 1}; where

u1 ∧ u2 ∧ u3 =
1

6

(
u1u2u3 − u1u3u2 + u3u1u2 − u3u2u1 + u2u3u1 − u2u1u3

)

=
1

2

[
(u1 ∧ u2)u3 + u3(u1 ∧ u2)

]
=

1

2
(u1u2u3 − u3u2u1) ,

and I3 = e1e2e3 = e1 ∧ e2 ∧ e3 , so that (I3)
−1 = e3e2e1 = −I3 .

Remark. As I2 before, also I3 does not depend on the particular orthonormal basis chosen to define it in span{e1, e2, e3} ⊆ En,

but only on the orientation of that basis. More precisely, if {g1, g2, g3} is any other orthonormal basis of span{e1, e2, e3}, then

g1 ∧ g2 ∧ g3 = g1g2g3 is equal to I3 or −I3. That is why I3 is called an “orientation” of span{e1, e2, e3} = E3.

Thus, a 3× 3 determinant can be considered as the Clifford ratio between the two “3-blades” u1 ∧u2 ∧u3 and I3 (a “k-blade”

being the geometric product of k non zero and mutually orthogonal vectors). Those elements can also be called “G3-pseudo-

scalars”, as G3 is generated by E3 = span{e1, e2, e3}, and can be interpreted as oriented volumes in E3. Let us observe that,

if

V = �1,2e1e2 + �1,3e1e3 + �2,3e2e3 ∈ span{e1e2 , e1e3 , e2e3} = G(3
2
),

(such elements in G3 are also called the “2-vectors”), then

V I3 =(�1,2e1e2 + �1,3e1e3 + �2,3e2e3)e1e2e3 = �1,2e1e2e1e2e3 + �1,3e1e3e1e2e3 + �2,3e2e3e1e2e3

=�1,2e1e2e3e1e2 + �1,3e1e2e3e1e3 + �2,3e1e2e3e2e3 = e1e2e3(�1,2e1e2 + �1,3e1e3 + �2,3e2e3) = I3V

= − �1,2e3 + �1,3e2 − �2,3e1 ∈ E3 ,

that is why the elements inG(3
2
) are also called “G3-pseudo-vectors”: geometric multiplication by I3 establishes a duality between

vectors of E3 and elements of G(3
2
). In a similar way, you can verify that uI3 = I3u for all u ∈ E3. The foregoing properties

allows us to write a 3 × 3 determinant as a scalar product

det

⎛⎜⎜⎝

�1,1 �1,2 �1,3

�2,1 �2,2 �2,3

�3,1 �3,2 �3,3

⎞⎟⎟⎠
= (u1 ∧ u2 ∧ u3)(I3)

−1 = −
1

2

[(
u1 ∧ u2

)
u3 + u3

(
u1 ∧ u2

)]
I3

= −
1

2

[(
u1 ∧ u2

)
I3u3 + u3

(
u1 ∧ u2

)
I3

]
= −

[
(u1 ∧ u2)I3

]
⋅ u3 =

[
(u1 ∧ u2)(I3)

−1
]
⋅ u3 ,

where (u1 ∧ u2)(I3)
−1 is a vector orthogonal to span{u1,u2}, because it is orthogonal to both u1 and u2, as

[
(u1 ∧ u2)(I3)

−1
]
⋅ u1 = (u1 ∧ u2 ∧ u1)(I3)

−1 = 0 and
[
(u1 ∧ u2)(I3)

−1
]
⋅ u2 = (u1 ∧ u2 ∧ u2)(I3)

−1 = 0.

As a matter of fact, (u1 ∧ u2)(I3)
−1 corresponds to the classical Gibbs and Heaviside cross product of u1 and u2, when E3 =

span{e1, e2, e3} is identified with ℝ3.
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4.2 Coordinate-free expression of a hyper-plane secant the graph of a three-variable function

Let us write the equation of a hyper-plane secant the graph of a three-variable function f ∶ Ω ⊆ E3 → ℝ at four non coplanar

points of that graph. A hyper-plane passing through the four non coplanar points
(
ai, f (ai)

)
=
(
�i,1e1 + �i,2e2 + �i,3e3, f (ai)

)
∈ E3 ⊕ℝ ,

with i = 1, 2, 3, 4, can be represented by the Cartesian relation

det

⎛⎜⎜⎜⎜⎝

�1 − �1,1 �2 − �1,2 �3 − �1,3 z − f (a1)

�2,1 − �1,1 �2,2 − �1,2 �2,3 − �1,3 f (a2) − f (a1)

�3,1 − �1,1 �3,2 − �1,2 �3,3 − �1,3 f (a3) − f (a1)

�4,1 − �1,1 �4,2 − �1,2 �4,3 − �1,3 f (a4) − f (a1)

⎞⎟⎟⎟⎟⎠
= 0 (4.1)

between the real variables �1, �2, �3, z ∈ ℝ. This determinant can be rewritten by a Laplace expansion as follows

[
z − f (a1)

]
det

⎛
⎜⎜⎝

�2,1 − �1,1 �2,2 − �1,2 �2,3 − �1,3
�3,1 − �1,1 �3,2 − �1,2 �3,3 − �1,3
�4,1 − �1,1 �4,2 − �1,2 �4,3 − �1,3

⎞
⎟⎟⎠
−
[
f (a2) − f (a1)

]
det

⎛
⎜⎜⎝

�1 − �1,1 �2 − �1,2 �3 − �1,3
�3,1 − �1,1 �3,2 − �1,2 �3,3 − �1,3
�4,1 − �1,1 �4,2 − �1,2 �4,3 − �1,3

⎞
⎟⎟⎠
+

+
[
f (a3) − f (a1)

]
det

⎛
⎜⎜⎝

�1 − �1,1 �2 − �1,2 �3 − �1,3
�2,1 − �1,1 �2,2 − �1,2 �2,3 − �1,3
�4,1 − �1,1 �4,2 − �1,2 �4,3 − �1,3

⎞
⎟⎟⎠
−
[
f (a4) − f (a1)

]
det

⎛
⎜⎜⎝

�1 − �1,1 �2 − �1,2 �3 − �1,3
�2,1 − �1,1 �2,2 − �1,2 �2,3 − �1,3
�3,1 − �1,1 �3,2 − �1,2 �3,3 − �1,3

⎞
⎟⎟⎠

Then, in G3 the equation (4.1) becomes
[
z − f (a1)

][
(a2 − a1) ∧ (a3 − a1) ∧ (a4 − a1)

]
(I3)

−1 −
[
f (a2) − f (a1)

][
(x − a1) ∧ (a3 − a1) ∧ (a4 − a1)

]
(I3)

−1+

+
[
f (a3) − f (a1)

][
(x − a1) ∧ (a2 − a1) ∧ (a4 − a1)

]
(I3)

−1 −
[
f (a4) − f (a1)

][
(x − a1) ∧ (a2 − a1) ∧ (a3 − a1)

]
(I3)

−1 = 0 ,

being x = �1e1 + �2e2 + �3e3 ∈ E3, (x, z) ∈ E3 ⊕ℝ. The foregoing relation is equivalent, in G3, to
[
z − f (a1)

][
(a2 − a1) ∧ (a3 − a1) ∧ (a4 − a1)

]
=
[
f (a2) − f (a1)

][
(x − a1) ∧ (a3 − a1) ∧ (a4 − a1)

]
+

−
[
f (a3) − f (a1)

][
(x − a1) ∧ (a2 − a1) ∧ (a4 − a1)

]
+

+
[
f (a4) − f (a1)

][
(x − a1) ∧ (a2 − a1) ∧ (a3 − a1)

]
,

Let us define

Δ(a1,a2,a3,a4)
= (a2 − a1) ∧ (a3 − a1) ∧ (a4 − a1)

[
which is also equal to − (a1 − a2) ∧ (a2 − a3) ∧ (a3 − a4)

]
.

We observe that

�3 =
1

6
det

⎛
⎜⎜⎝

�2,1 − �1,1 �2,2 − �1,2 �2,3 − �1,3
�3,1 − �1,1 �3,2 − �1,2 �3,3 − �1,3
�4,1 − �1,1 �4,2 − �1,2 �4,3 − �1,3

⎞
⎟⎟⎠
=

1

6
Δ(a1,a2,a3,a4)

(I3)
−1

is the oriented volume of the tetrahedron having vertices a1, a2, a3, and a4. So, we can write Δ(a1,a2,a3,a4)
= 6�3I3, and(

Δ(a1,a2,a3,a4)

)−1
=

1

6�
(I3)

−1. By denoting Δf(ai) = f (ai) − f (a1) and �ai = ai − a1, when i = 2, 3, 4, the equation of the secant

hyper-plane (4.1) becomes

z =f (a1) +
1

6�3

{
Δf(a2)(x − a1) ∧ �a3 ∧ �a4 − Δf(a3)(x − a1) ∧ �a2 ∧ �a4 + Δf(a4)(x − a1) ∧ �a2 ∧ �a3

}
(I3)

−1

=f (a1) +
1

6�3

{
Δf(a2)�a3 ∧ �a4 ∧ (x − a1) − Δf(a3)�a2 ∧ �a4 ∧ (x − a1) + Δf(a4)�a2 ∧ �a3 ∧ (x − a1)

}
(I3)

−1

=f (a1) +
1

6�3

{
Δf(a2)(�a3 ∧ �a4)(I3)

−1 − Δf(a3)(�a2 ∧ �a4)(I3)
−1 + Δf(a4)(�a2 ∧ �a3)(I3)

−1
}
⋅ (x − a1)

=f (a1) +
1

6�3

{[
Δf(a2)�a3 ∧ �a4 − Δf(a3)�a2 ∧ �a4 + Δf(a4)�a2 ∧ �a3

]
(I3)

−1
}
⋅ (x − a1)

Thus, we have that the vector r(f,a1,a2,a3,a4) ∈ E3, characterizing the equation of the hyper-plane secant the graph of f as z =

f (a1) + r(f,a1,a2,a3,a4) ⋅ (x − a1), is

r(f,a1,a2,a3,a4) =

[
4∑
i=2

(−1)iΔf(ai)Δ
i
(a1,a2,a3,a4)

](
Δ(a1,a2,a3,a4)

)−1
,
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(where Δ2
(a1,a2,a3,a4)

= �a3 ∧ �a4, Δ
3
(a1,a2,a3,a4)

= �a2 ∧ �a4, Δ
4
(a1,a2,a3,a4)

= �a2 ∧ �a3), which is, in fact, the Clifford quotient

between the multi-difference G3-pseudo-vector

Δf(a1,a2,a3,a4) = Δf(a2)�a3 ∧ �a4 − Δf(a3)�a2 ∧ �a4 + Δf(a4)�a2 ∧ �a3 ∈ G(3
2
) ,

and the G3-pseudo-scalar

Δ(a1,a2,a3,a4)
= �a2 ∧ �a3 ∧ �a4 = 6�3I3 ∈ G(3

2
) ≃ ℝI3 .

4.3 Mirroring vectors and points II

4.3.1 Vector mirrored by a 2-dimensional linear subspace

We recall that to each pair of linearly independent vectors u1, u2 ∈ En we can associate the 2-dimensional linear subspace

span{u1,u2} ⊆ En. Moreover, u1 ∧ u2 is always a 2-blade. As a matter of fact, there always exists an orthogonal basis {g1, g2}

of span{u1,u2}, and you can verify that u1 ∧ u2 is a non zero multiple of the geometric product g1g2. We recall that

• the square of every 2-blade is a non zero scalar,

• every 2-blade B is invertible in Gn, and B−1 =
1

B2
B.

Let us recall that, if v ∈ En, and B = u1 ∧ u2 is a 2-blade, then

v = vBB−1 = (vB)B−1 = (v◦B + v ⩓ B)B−1 = (v◦B)B−1 + (v ⩓ B)B−1 (4.2)

where

v◦B =
1

2

(
vB − Bv

)
= −B◦v ∈ G(n

1
)

v ⩓ B =
1

2

(
vB + Bv

)
= B ⩓ v ∈ G(n

3
)

v ⩓ (u1 ∧ u2) = v ∧ u1 ∧ u2

G(n
k
) =

{
ℝ if k = 0

span{ei1 ⋯ eik}1≤i1<⋯<ik≤n if 1 ≤ k ≤ n

Remark 6. Elements of G(n
k
) are called “k-vectors”. Notice that the dimension of G(n

k
) is the binomial coefficient

(
n

k

)
=

n!

(n − k)! k!
. Moreover Gn =

n⨁
k=0

G(n
k
).

Remark 7. We recall that the foregoing operations “◦” and “⩓” can be extended12 to k-blades B = u1 ∧⋯∧uk =

k⋀
j=1

uj ∈ G(n
k
)

where

u1 ∧⋯ ∧ uk =
1

k!

∑
�∈k

��u�1 ⋯u�k

(k being the group of all permutations of {1,… , k}, �� ∈ {−1, 1} the parity of permutation �
)
, as follows

v◦B =
1

2

(
vB − (−1)kBv

)
= (−1)k+1B◦v ∈ G( n

k−1
) ,

v ⩓ B =
1

2

(
vB + (−1)kBv

)
= (−1)kB ⩓ v ∈ G( n

k+1
) .

We also recall that

v◦(u1 ∧⋯ ∧ uk) =

k∑
i=1

(−1)i+1(v ⋅ ui)

k⋀

j=1

j≠i

uj

v ⩓ (u1 ∧⋯ ∧ uk) = v ∧ u1 ∧⋯ ∧ uk .

12See for example 23 or 4.
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So, we have the following

Bv = 2(B◦v) + (−1)kvB = (B◦v) + (B ⩓ v) .

Remark. Notice that, if u and v are vectors in En, then u◦v = u ⋅ v, and u ⩓ v = u ∧ v.

Remark. The operations “◦” and “⩓” are particular cases of more general operations between blades. More precisely, if H is a

ℎ-blade, and K is a k-blade, then

H◦K =
1

2

(
HK − (−1)ℎkKH

)
= (−1)ℎk+1K◦H is called “graded commutator”

H ⩓K =
1

2

(
HK + (−1)kKH

)
= (−1)ℎkK ⩓H is called “graded anti-commutator”.

Such operations can then be extended, by linearity, to linear combinations of blades that is, to every element of the geometric

algebra Gn.

Remark 8. If B = u1 ∧ u2 is a 2-blade, then (v ⩓ B)B−1 is a vector which is orthogonal both to u1 and u2 that is, to all

two-dimensional span{u1,u2}. As a matter of fact, for i = 1, 2 we have that

2
[
(v ⩓ B)B−1

]
⋅ ui = (v ⩓ B)B−1ui + ui(v ⩓ B)B−1

You can verify that Bui = −Bui (for i = 1, 2 ). So we have that

2
[
(v ⩓ B)B−1

]
⋅ ui =

[
− (v ⩓ B)ui + ui(v ⩓ B)

]
B−1

As v ⩓ B = v ∧ u1 ∧ u2 is either zero or a 3-blade, then we can write

4
[
(v ⩓ B)B−1

]
⋅ ui =

[
ui ⩓ (v ⩓ B)

]
B−1 =

(
ui ∧ v ∧ u1 ∧ u2

)
B−1 = 0 .

In a similar way you can verify that for every vector v ∈ En we have that

v∥ = (v◦B)B−1 ∈ span{u1,u2}.

So, relation (4.2) corresponds to the orthogonal decomposition of vector v with respect to the two-dimensional linear subspace

span{u1,u2} = (0,u1,u2)
.

Then, the vector v̂, mirrored of vector v by the 2-dimensional linear subspace span{u1,u2}, can be written as

v̂ =v∥ − v⊥ = (v◦B)B−1 − (v ⩓ B)B−1 =
[
(v◦B) − (v ⩓ B)

]
B−1 =

[
− (B◦v) − (B ⩓ v)

]
B−1

= −
[
(B◦v) + (B ⩓ v)

]
B−1 = −BvB−1 = −

[
2(B◦v) + vB

]
B−1 = −2(B◦v)B−1 − v .

Moreover, |v̂| = |v|; as a matter of fact,

|v̂|2 = v̂v̂ = BvB−1BvB−1 = BvvB−1 = |v|2BB−1 = |v|2.

Remark. Notice that, v̂ is in span{u1,u2, v}.

4.3.2 Point mirrored by a plane in En (with n ≥ 3)

Given four non coplanar points a1, a2, , a3 and a4 in En (with n ≥ 3), we mirror the point a1 through the plane (a2,a3,a4)
generated

by the points a2, a3, and a4. We denote a1 that mirrored point.

We can express a1 by computing in Gn the vector v̂, obtained by mirroring vector v = a1 − a2 by the 2-blade L1 = L(a2,a3,a4)
=

(a3 − a2) ∧ (a4 − a2).

More precisely, the mirrored point a1 can be computed by using the geometric Clifford product in Gn as follows

a1 =a2 − L1(a1 − a2)(L1)
−1 = a2 − 2

[
L1◦(a1 − a2)

]
(L1)

−1 − (a1 − a2)

=2a2 − 2
[
L1◦(a1 − a2)

]
(L1)

−1 − a1 ∈ span{a1, a2, a3, a4} .
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Thus,

a1 − a1 = 2(a2 − a1) − 2
[
L1◦(a1 − a2)

]
(L1)

−1 = 2(a2 − a1) + 2
[
(a1 − a2)◦L1

]
(L1)

−1

= 2(a2 − a1)L1(L1)
−1 − 2

[
(a2 − a1)◦L1

]
(L1)

−1 = 2
{
(a2 − a1)L1 −

[
(a2 − a1)◦L1

]}
(L1)

−1

= 2
[
(a2 − a1) ⩓ L1

]
(L1)

−1 = 2
[
(a2 − a1) ∧ (a3 − a2) ∧ (a4 − a2)

][
(a3 − a2) ∧ (a4 − a2)

]−1

= 2
[
(a2 − a1) ∧ (a3 − a2) ∧ (a4 − a2)

][
(a3 − a2) ∧ (a4 − a3)

]−1
,

and you can verify that |a1 − a2| = |a1 − a2|.
Remark 9. By using Remark 8, you can verify that the vector a1 − a1 is orthogonal to both a2 − a3 and a3 − a4.

Then, we mirror the point a2 through the line (a3,a4)
, obtaining a2 such that

a2 − a2 = 2
[
(a3 − a2) ∧ (a4 − a3)

]
(a4 − a3)

−1 ∈ span{a3 − a2 , a4 − a3} ,

as shown in Section 3.3.2. Thus we have now that vectors a1 − a1, a2 − a2, and a3 − a4 are mutually orthogonal. Moreover

(a1 − a1) ∧ (a2 − a2) ∧ (a4 − a3) = (a1 − a1)(a2 − a2)(a4 − a3) = 2(a1 − a1)
[
(a3 − a2) ∧ (a4 − a3)

]
(a4 − a3)

−1(a4 − a3)

= 2(a1 − a1)
[
(a3 − a2) ∧ (a4 − a3)

]
= 4(a2 − a1) ∧ (a3 − a2) ∧ (a4 − a2)

= 4(a2 − a1) ∧ (a3 − a1) ∧ (a4 − a1) = 4Δ(a1,a2,a3,a4)

4.4 Convergence of the mean secant hyper-plane plane to the tangent hyper-plane I

Definition 2. Let us define the “mean multi-difference G(3
2
)-pseudo-vector”,

Δf(a1,a2,a3,a4) =
1

4

{[
f (a1) − f (a1)

]
(a2 − a2) ∧ (a4 − a3) −

[
f (a2) − f (a2)

]
(a1 − a1) ∧ (a4 − a3)+

+
[
f (a4) − f (a3)

]
(a1 − a1) ∧ (a2 − a2)

}
∈ G(3

2
) .

Remark. The term “mean” in the foregoing definition is due to the fact that

Δf(a1,a2,a3,a4) =
1

4

{
Δf(a1,a2,a3,a4) − Δf(a1,a2,a3,a4) − Δf(a1,a2,a3,a4) + Δf(a1,a2,a3,a4)

}
,

as you can verify.

Remark 10. The mean multi-difference G(3
2
)-pseudo-vector can also be writter as

Δf(a1,a2,a3,a4) =
1

4

{[
f (a1) − f (a1)

]
(a2 − a2)(a4 − a3) −

[
f (a2) − f (a2)

]
(a1 − a1)(a4 − a3)+

+
[
f (a4) − f (a3)

]
(a1 − a1)(a2 − a2)

}
,

because vectors a1 − a1, a2 − a2 and a4 − a3 are mutually orthogonal.

Proposition 2.

r(f,a1,a2,a3,a4) =
f (a1) − f (a1)

a1 − a1
+

f (a2) − f (a2)

a2 − a2
+

f (a4) − f (a3)

a4 − a3
.

Proof of Proposition 2. From Remark 9 we have that a1 − a1, a2 − a2, a4 − a3 are mutually orthogonal, and (a1 − a1)(a2 −

a2)(a4 − a3) = 4Δ(a1,a2,a3,a4)
. So, we can write

Δ(a1,a2,a3,a4)
=

1

4
(a1 − a1) ∧ (a2 − a2) ∧ (a4 − a3) =

1

4
(a1 − a1)(a2 − a2)(a4 − a3)

(
Δ(a1,a2,a3,a4)

)−1
= 4(a4 − a3)

−1(a2 − a2)
−1(a1 − a1)

−1 = −4(a4 − a3)
−1(a1 − a1)

−1(a2 − a2)
−1

= 4(a2 − a2)
−1(a4 − a3)

−1 (4.3)



17

Then, by Remark 10, we can write

r(f,a1,a2,a3,a4) =
(
�f(a1,a2,a3,a4)

)(
Δ(a1,a2,a3,a4)

)−1
=

=
[
f (a1) − f (a1)

]
(a1 − a1)

−1 +
[
f (a2) − f (a2)

]
(a2 − a2)

−1 +
[
f (a4) − f (a3)

]
(a4 − a3)

−1 □

Theorem 2. If the function f ∶ Ω ⊆ E3 → ℝ is strongly differentiable at x0 (a point internal to Ω), then

lim
(a1,a2,a3,a4)→(x0,x0,x0,x0)
a1,a2,a3,a4 not coplanar

(
Δf(a1,a2,a3,a4)

)(
Δ(a1,a2,a3,a4)

)−1
= ∇f (x0) .

Remark. The foregoing result state that the “mean secant hyper-plane”

z = f (a1) + rf(a1 ,a2 ,a3 ,a4)
⋅ (x − a1) ,

where rf(a1 ,a2 ,a3 ,a4)
=
(
Δf(a1,a2,a3,a4)

)(
Δ(a1,a2,a3,a4)

)−1
, always converges to the tangent hyper-plane

z = f (x0) + ∇f (x0) ⋅ (x − x0) ,

as the non-degenerate tetrahedron having vertices a1, a2, a3, and a4 contracts to the point x0.

Proof of Theorem 2. Let us observe that

∇f (x0)
(
Δ(a1,a2,a3,a4)

)
=∇f (x0)◦

(
Δ(a1,a2,a3,a4)

)

=
1

4

[
∇f (x0) ⋅ (a1 − a1)

]
(a2 − a2) ∧ (a4 − a3) −

1

4

[
∇f (x0) ⋅ (a2 − a2)

]
(a1 − a1) ∧ (a4 − a3)+

+
1

4

[
∇f (x0) ⋅ (a4 − a3)

]
(a1 − a1) ∧ (a2 − a2)

=
1

4

[
∇f (x0) ⋅ (a1 − a1)

]
(a2 − a2)(a4 − a3) −

1

4

[
∇f (x0) ⋅ (a2 − a2)

]
(a1 − a1)(a4 − a3)+

+
1

4

[
∇f (x0) ⋅ (a4 − a3)

]
(a1 − a1)(a2 − a2)

By relations (4.3), we can write

∇f (x0) =∇f (x0)
(
Δ(a,b,c)

)(
Δ(a,b,c)

)−1
=
[
∇f (x0) ⋅ (a1 − a1)

]
(a1 − a1)

−1 +
[
∇f (x0) ⋅ (a2 − a2)

]
(a2 − a2)

−1 +
[
∇f (x0) ⋅ (a4 − a3)

]
(a4 − a3)

−1

=
∇f (x0) ⋅ (a1 − a1)

a1 − a1
+

∇f (x0) ⋅ (a2 − a2)

a2 − a2
+

∇f (x0) ⋅ (a4 − a3)

a4 − a3
.

So, by Proposition 2, we can write

r(f,a1,a2,a3,a4) − ∇f (x0) =
f (a1) − f (a1) −

[
∇f (x0) ⋅ (a1 − a1)

]

a1 − a1
+

+
f (a2) − f (a2) −

[
∇f (x0) ⋅ (a2 − a2)

]

a2 − a2
+

f (a4) − f (a3) −
[
∇f (x0) ⋅ (a4 − a3)

]
a4 − a3

Thus

|||rf(a1 ,a2 ,a3 ,a4) − ∇f (x0)
||| ≤

|||f (a1) − f (a1) − ∇f (x0) ⋅ (a1 − a1)
|||

|a1 − a1|
+

+

|||f (a2) − f (a2) − ∇f (x0) ⋅ (a2 − a2)
|||

|a2 − a2|
+

|||f (a4) − f (a3) − ∇f (x0) ⋅ (a4 − a3)
|||

|a4 − a3|
As f is strongly differentiable at x0, we know that, given � > 0 there exists �� > 0 such that if |u−x0| < �� and |v−x0| < �� , then

|f (u) − f (v) − ∇f (x0) ⋅ (u − v)| < �|u − v| .
So, if we choose a1, a2, a3, and a4 non collinear, and such that

|ai − x0| < 1

3

(
� �

3

)
, for i = 1, 2, 3, 4,
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then |||rf(a1 ,a2 ,a3 ,a4) − ∇f (x0)
||| < � ,

as, for i = 1, 2, 3, we have

• |ai − ai+1| ≤ |ai − x0| + |ai+1 − x0| < 2

3

(
� �

3

)
,

• |ai − x0| ≤ |ai − ai+1| + |ai+1 − x0| = |ai − ai+1| + |ai+1 − x0| < � �

3

. □

Remark. The key property that provide the convergence of the mean secant hyper-plane is the following chain of identities

(a1 − a1)(a2 − a2)(a4 − a3) = (a1 − a1) ∧ (a2 − a2) ∧ (a4 − a3) = 4Δ(a1,a2,a3,a4)
,

implied by the orthogonality properties of the constructed mirrored points based on the four non coplanar points a1, a2, a3, and

a4.

5 THE CASE OF A MULTI-VARIABLE FUNCTION

5.1 A k × k determinant as a Clifford quotient and as a scalar product

The determinant of a k × k real matrix
⎛
⎜⎜⎝

�1,1 ⋯ �1,k

⋮ ⋱ ⋮

�k,1 ⋯ �k,k

⎞
⎟⎟⎠

can be written as a coordinate-free Clifford quotient in Gn (with n ≥ k). Let us fix any ordered set e1,… , ek of mutually

orthonormal vectors in En, and let us consider

ui =

k∑
j=1

�i,j ej ,

with i = 1,… , k, then you can verify that

(u1 ∧⋯ ∧ uk)(Ik)
−1 = det

⎛
⎜⎜⎝

�1,1 ⋯ �1,k

⋮ ⋱ ⋮

�k,1 ⋯ �k,k

⎞
⎟⎟⎠

because

u�1 ∧⋯ ∧ u�k = �� u1 ∧⋯ ∧ uk ,

for each permutation � ∈ k of the set {1,… , k}, having parity �� ∈ {−1, 1}; where

Ik = e1 ⋯ ek = e1 ∧⋯ ∧ ek , so that (Ik)
−1 = ek ⋯ e1 = (−1)

k(k−1)

2 Ik .

Remark. As I2 and I3 before, also Ik does not depend on the particular orthonormal basis of span{e1,… , ek} = Ek ⊆ En to

define it, but only on the orientation of that basis. More precisely, if {g1,… , gk} is any other orthonormal basis of Ek, then

g1 ∧⋯ ∧ gk = g1 ⋯ gk is equal to Ik or −Ik. That is why Ik is called an “orientation” of Ek.

Thus, a k×k determinant can be considered as the Clifford ratio between the two “k-blades” u1 ∧⋯∧uk and Ik (a “k-blade”

being the geometric product of k non zero and mutually orthogonal vectors). Those elements can also be called “Gk-pseudo-

scalars”, as Gk is generated by Ek = span{e1,… , ek}, and can be interpreted as oriented hyper-volumes in Ek.

In general, if {e1,… , en} is an orthonormal basis for En and

V =
∑

1≤i1<⋯<ik≤n
�i1,…,ik

ei1 ⋯ eik ∈ G(n
k
),

(such elements in Gn are also called the “k-vectors”), then

V In =
∑

1≤i1<⋯<ik≤n
�i1,…,ik

ei1 ⋯ eike1 ⋯ en = (−1)n−1
∑

1≤i1<⋯<ik≤n
�i1,…,ik

ei1 ⋯ eik−1e1 ⋯ eneik

=(−1)(n−1)k
∑

1≤i1<⋯<ik≤n
�i1,…,ik

e1 ⋯ enei1 ⋯ eik ∈ G( n

n−k
)

=(−1)(n−1)kInV ,
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that is why, when k = n−1, the elements inG( n

n−1
) are also called “Gn-pseudo-vectors”: geometric multiplication by In establishes

a duality between elements of G( n

n−1
) and vectors in En = G(n

1
). So, we have that V In = (−1)(n−1)

2

InV = (−1)n−1InV , for each

Gn-pseudo-vector V ∈ G( n

n−1
).

The foregoing properties allows us to write a k × k determinant also as a scalar product

det

⎛⎜⎜⎝

�1,1 ⋯ �1,k

⋮ ⋱ ⋮

�k,1 ⋯ �k,k

⎞⎟⎟⎠
= (u1 ∧⋯ ∧ uk)(Ik)

−1 = (−1)
k(k−1)

2 (u1 ∧⋯ ∧ uk)Ik = (−1)
k(k−1)

2

[
(u1 ∧⋯ ∧ uk−1) ⩓ uk

]
Ik

=
(−1)

k(k−1)

2

2

[
(u1 ∧⋯ ∧ uk−1)uk + (−1)k−1uk(u1 ∧⋯ ∧ uk−1)

]
Ik

=
(−1)

k(k−1)

2

2

[
(u1 ∧⋯ ∧ uk−1)ukIk + (−1)k−1uk(u1 ∧⋯ ∧ uk−1)Ik

]

= (−1)k−1
(−1)

k(k−1)

2

2

[
(u1 ∧⋯ ∧ uk−1)Ikuk + uk(u1 ∧⋯ ∧ uk−1)Ik

]

= (−1)k−1
[
(u1 ∧⋯ ∧ uk−1)(Ik)

−1
]
⋅ uk .

We can also verify that the vector (u1 ∧⋯ ∧ uk−1)Ik is a vector orthogonal to span{u1,… ,uk−1}, because it is orthogonal to

each ui (when i = 1,… , k − 1), as you can verify that

[
(u1 ∧⋯ ∧ uk−1)(Ik)

−1
]
⋅ ui = (u1 ∧⋯ ∧ uk−1 ∧ ui)(Ik)

−1 = 0.

5.2 Coordinate-free expression of a hyper-plane secant the graph of a multi-variable function

Let us write the equation of a hyper-plane secant the graph of a multi-variable function f ∶ Ω ⊆ En → ℝ at n + 1 points of

that graph non being on a same n-dimensional hyper-plane. If e1,… , en is an orthonormal basis for En, a hyper-plane passing

through such n + 1 points

(
ai, f (ai)

)
=

(
n∑

j=1

�i,jej , f (ai)

)
∈ En ⊕ℝ ,

with i = 1,… , n + 1, can be represented by the Cartesian relation

det

⎛
⎜⎜⎜⎜⎝

�1 − �1,1 ⋯ �n − �1,n z − f (a1)

�2,1 − �1,1 ⋯ �2,n − �1,n f (a2) − f (a1)

⋮ ⋱ ⋮ ⋮

�n+1,1 − �1,1 ⋯ �n+1,n − �1,n f (an+1) − f (a1)

⎞
⎟⎟⎟⎟⎠
= 0 (5.1)

between the n + 1 real variables �1,… , �n, z ∈ ℝ. This determinant can be rewritten by a Laplace expansion as follows:

[
z − f (a1)

]
det

⎛
⎜⎜⎝

�2,1 − �1,1 ⋯ �2,n − �1,n
⋮ ⋱ ⋮

�n+1,1 − �1,1 ⋯ �n+1,n − �1,n

⎞
⎟⎟⎠
−
[
f (a2) − f (a1)

]
det

⎛
⎜⎜⎜⎜⎝

�1 − �1,1 ⋯ �n − �1,n
�3,1 − �1,1 ⋯ �3,n − �1,n

⋮ ⋱ ⋮

�n+1,1 − �1,1 ⋯ �n+1,n − �1,n

⎞
⎟⎟⎟⎟⎠
+

+
[
f (a3) − f (a1)

]
det

⎛⎜⎜⎜⎜⎜⎝

�1 − �1,1 ⋯ �n − �1,n
�2,1 − �1,1 ⋯ �2,n − �1,n
�4,1 − �1,1 ⋯ �4,n − �1,n

⋮ ⋱ ⋮

�n+1,1 − �1,1 ⋯ �n+1,n − �1,n

⎞⎟⎟⎟⎟⎟⎠

−⋯ + (−1)n
[
f (an+1) − f (a1)

]
det

⎛
⎜⎜⎝

�1 − �1,1 ⋯ �n − �1,n
⋮ ⋱ ⋮

�n,1 − �1,1 ⋯ �n,n − �1,n

⎞
⎟⎟⎠

Then, in G3 the equation (5.1) becomes

[
z − f (a1)

][
(a2 − a1) ∧⋯ ∧ (an+1 − a1)

]
(In)

−1 −
[
f (a2) − f (a1)

][
(x − a1) ∧ (a3 − a1) ∧⋯ ∧ (an+1 − a1)

]
(In)

−1+

+
[
f (a3) − f (a1)

][
(x − a1) ∧ (a2 − a1) ∧ (a4 − a1) ∧⋯ ∧ (an+1 − a1)

]
(In)

−1 −⋯+

+(−1)n
[
f (an+1) − f (a1)

][
(x − a1) ∧ (a2 − a1) ∧⋯ ∧ (an − a1)

]
(I3)

−1 = 0 ,



20

being x =

n∑
i=1

�iei ∈ En, (x, z) ∈ En ⊕ℝ. The foregoing relation is equivalent, in G3, to

[
z − f (a1)

][
(a2 − a1) ∧⋯ ∧ (an+1 − a1)

]
=
[
f (a2) − f (a1)

][
(x − a1) ∧ (a3 − a1) ∧⋯ ∧ (an+1 − a1)

]
+

−
[
f (a3) − f (a1)

][
(x − a1) ∧ (a2 − a1) ∧ (a4 − a1) ∧⋯ ∧ (an+1 − a1)

]
+

+⋯ + (−1)n+1
[
f (an+1) − f (a1)

][
(x − a1) ∧ (a2 − a1) ∧⋯ ∧ (an − a1)

]
,

Let us define

Δ(a1,…,an+1)
=(a2 − a1) ∧ (a3 − a1) ∧⋯ ∧ (an+1 − a1) =

n+1⋀
i=2

(ai − a1)

[
which is also equal to (−1)n(a1 − a2) ∧ (a2 − a3) ∧⋯ ∧ (an − an+1)

]

We observe that

�n =
1

n!
det

⎛⎜⎜⎝

�2,1 − �1,1 ⋯ �2,n − �1,n
⋮ ⋱ ⋮

�n+1,1 − �1,1 ⋯ �n+1,n − �1,n

⎞⎟⎟⎠
=

1

n!
Δ(a1,…,an+1)

(In)
−1

is the oriented hyper-volume of the simplex having vertices a1, . . . , an, and an+1. So, we can write Δ(a1,…,an+1)
= n!�nIn, and(

Δ(a1,…,an+1)

)−1
=

1

n!�n
(In)

−1. By denoting Δf(ai) = f (ai) − f (a1) and �ai = ai − a1, when i = 2,… , n + 1, the equation of the

secant hyper-plane (5.1) becomes

z =f (a1) +
1

n!�n

{
Δf(a2)(x − a1) ∧ �a3 ∧⋯ ∧ �an+1 − Δf(a3)(x − a1) ∧ �a2 ∧ �a4 ∧⋯ ∧ �an+1 +⋯+

+ (−1)n+1Δf(an+1)(x − a1) ∧ �a2 ∧⋯ ∧ �an

}
(In)

−1

If we define

Δi
(a1,…,an+1)

=

n+1⋀
j=2
j≠i

�aj = Δi ∈ G( n

n−1
) ,

the equation of the secant hyper-plane (5.1) becomes

z = f (a1) +
1

n!�n

{
Δf(a2)(x − a1) ⩓ Δ2 − Δf(a3)(x − a1) ⩓ Δ3 +⋯ + Δf(an+1)(x − a1) ⩓ Δn+1

}
(In)

−1

= f (a1) +
1

n!�n

{
(x − a1) ⩓

[
Δf(a2)Δ

2 − Δf(a3)Δ
3 +⋯ + Δf(an+1)Δ

n+1
]}

(In)
−1

= f (a1) +
(−1)n−1

n!�n

{[
Δf(a2)Δ

2 − Δf(a3)Δ
3 +⋯ + Δf(an+1)Δ

n+1
]
⩓ (x − a1)

}
(In)

−1

= f (a1) +
1

n!�n

{[
Δf(a2)Δ

2 − Δf(a3)Δ
3 +⋯ + Δf(an+1)Δ

n+1
]
(In)

−1
}
⋅ (x − a1)

= f (a1) +
{[

Δf(a2)Δ
2 − Δf(a3)Δ

3 +⋯ + Δf(an+1)Δ
n+1

]
(Δ(a1,…,an+1)

)−1
}
⋅ (x − a1)

Thus, we have that the vector r(f,a1,…,an+1)
∈ En, characterizing the equation of the hyper-plane secant the graph of f as z =

f (a1) + r(f,a1,…,an+1)
⋅ (x − a1), is

r(f,a1,…,an+1)
=

[
n+1∑
i=2

(−1)iΔf(ai)Δ
i
(a1,…,an+1)

](
Δ(a1,…,an+1)

)−1
,

which is, in fact, the Clifford quotient between the multi-difference Gn-pseudo-vector

Δf(a1,…,an+1)
=

n+1∑
i=2

(−1)iΔf(ai)Δ
i
(a1,…,an+1)

∈ G( n

n−1
) ,

and the Gn-pseudo-scalar Δ(a1,…,an+1)
∈ G(n

n
) ≃ ℝIn.
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5.3 Mirroring vectors and points III

Here, we simply iterate the process already followed in the two foregoing cases. More precisely, if n > 3, we consider n + 1

points a1, . . . , an+1 in En as vertices of a non-degenerate simplex (that is, Δ(a1,…,an+1)
≠ 0), we construct n − 1 mirrored points

a1, . . . , an−1 in En in the following way

• a1 is obtained by mirroring point a1 through the hyper-plane (a2,…,an+1)
;

• a2 is obtained by mirroring point a2 through the hyper-plane (a3,…,an+1)
;

• ⋮

• an−2 is obtained by mirroring point an−2 through the plane (an−1,an,an+1)
;

• an−1 is obtained by mirroring point an−1 through the line (an,an+1)
,

where (v1,…,vℎ)
= {�1v1 + ⋯ + �ℎvℎ ∶ �1,… , �ℎ ∈ ℝ, �1 + ⋯ + �ℎ = 1}, is the hyper-plane passing through points

v1,… , vℎ ∈ En.

All that points ai can be obtained by mirroring vectors ai − ai+1 through the (n − i)-dimensional subspace span{ai+2 −

ai+1,… , an+1 − ai+1}, respectively, by using the corresponding (n − i)-blade

Li = (ai+2 − ai+1) ∧⋯ ∧ (an+1 − ai+1).

as computed in the two following paragraphs.

5.3.1 Vector mirrored by a k-dimensional linear subspace

We recall that to k linearly independent vectors u1,. . .uk ∈ En we can associate the k-dimensional linear subspace

span{u1,… ,uk} ⊆ En. Moreover, u1 ∧⋯ ∧ uk is always a k-blade. As a matter of fact, there always exists an orthogonal basis

{g1,… , gk} of span{u1,… ,uk}, and you can verify that u1 ∧⋯ ∧ uk is a non zero multiple of the geometric product g1 ⋯ gk.

We recall that

• the square of every k-blade is a non zero scalar,

• every k-blade B is invertible in Gn, and B−1 =
1

B2
B.

Let us recall that, if v ∈ En, and B = u1 ∧⋯ ∧ uk is a k-blade, then

v = vBB−1 = (vB)B−1 = (v◦B + v ⩓ B)B−1 = (v◦B)B−1 + (v ⩓ B)B−1 (5.2)

where

v◦B =
1

2

(
vB − (−1)kBv

)
= (−1)k+1B◦v ∈ G( n

k−1
) ,

v ⩓ B =
1

2

(
vB + (−1)kBv

)
= (−1)kB ⩓ v ∈ G( n

k+1
) .

We also recall that

v◦(u1 ∧⋯ ∧ uk) =

k∑
i=1

(−1)i+1(v ⋅ ui)

k⋀
j=1
j≠i

uj (5.3)

v ⩓ (u1 ∧⋯ ∧ uk) = v ∧ u1 ∧⋯ ∧ uk . (5.4)

So, we have that

Bv = 2(B◦v) + (−1)kvB = (B◦v) + (B ⩓ v) .

Remark 11. If B = u1 ∧ ⋯ ∧ uk is a k-blade, then (v ⩓ B)B−1 is a vector which is orthogonal to all u1,. . . , uk that is, to all

k-dimensional span{u1,… ,uk}. As a matter of fact, for i = 1,… , k we have that

2
[
(v ⩓ B)B−1

]
⋅ ui = (v ⩓ B)B−1ui + ui(v ⩓ B)B−1
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You can verify that Bui = B◦ui = (−1)k+1ui◦B = (−1)k+1Bui (for i = 1,… , k). So we have that

2
[
(v ⩓ B)B−1

]
⋅ ui =

[
(−1)k+1(v ⩓ B)ui + ui(v ⩓ B)

]
B−1

As v ⩓ B = v ∧ u1 ∧⋯ ∧ uk is either zero or a (k + 1)-blade, then we can write

4
[
(v ⩓ B)B−1

]
⋅ ui =

[
ui ⩓ (v ⩓ B)

]
B−1 =

(
ui ∧ v ∧ u1 ∧⋯ ∧ uk

)
B−1 = 0 .

In a similar way you can verify that for every vector v ∈ En we have that

v∥ = (v◦B)B−1 ∈ span{u1,… ,uk}.

So, relation (5.2) corresponds to the orthogonal decomposition of vector v with respect to the k-dimensional linear subspace

span{u1,… ,uk} = (0,u1,…,uk)
.

Then, the vector v̂, mirrored of vector v by the k-dimensional linear subspace span{u1,… ,uk}, can be written as

v̂ =v∥ − v⊥ = (v◦B)B−1 − (v ⩓ B)B−1 =
[
(v◦B) − (v ⩓ B)

]
B−1 =

[
(−1)k+1(B◦v) − (−1)k(B ⩓ v)

]
B−1

=(−1)k+1
[
(B◦v) + (B ⩓ v)

]
B−1 = (−1)k+1BvB−1 = (−1)k+1

[
2(B◦v) + (−1)kvB

]
B−1 = (−1)k+12(B◦v)B−1 − v .

Moreover, |v̂| = |v|; as a matter of fact,

|v̂|2 = v̂v̂ = BvB−1BvB−1 = BvvB−1 = |v|2BB−1 = |v|2.
Remark. Notice that, v̂ is in span{u1,… ,uk, v}.

5.3.2 Point mirrored by a multi-dimensional hyper-plane in En

Let n > 3, we consider n + 1 points a1, . . . , an+1 in En such that Δ(a1,…,an+1)
≠ 0.

While 1 ≤ i ≤ n − 1, we consider the a hyper-plane (ai+1,…,an+1)
passing through n + 1 − i points ai+1,. . .an+1. Then, we mirror

the point ai through that hyper-plane (ai+1,…,an+1)
. We denote ai that mirrored point.

We can express ai by computing in Gn the vector v̂, obtained by mirroring vector v = ai − ai+1 by the (n − i)-blade

Li = L(ai+1,…,an+1)
= (ai+2 − ai+1) ∧⋯ ∧ (an+1 − ai+1) =

n+1−i⋀
j=2

(ai+j − ai+1) ,

for i = 1,… , n − 1. More precisely, the mirrored point a1 can be computed by using the geometric Clifford product in Gn as

follows

ai =ai+1 + (−1)n−i+1Li(ai − ai+1)(Li)
−1 = ai+1 + (−1)n−i+12

[
Li◦(ai − ai+1)

]
(Li)

−1 − (ai − ai+1)

=2ai+1 + (−1)n−i+12
[
Li◦(ai − ai+1)

]
(Li)

−1 − ai ∈ span{ai, ai+2,… , an+1} .

Thus,

ai − ai = 2(ai+1 − ai) + (−1)n−i+12
[
Li◦(ai − ai+1)

]
(Li)

−1 = 2(ai+1 − ai) + 2
[
(ai − ai+1)◦Li

]
(Li)

−1

= 2(ai+1 − ai)Li(Li)
−1 − 2

[
(ai+1 − ai)◦Li

]
(Li)

−1 = 2
{
(ai+1 − ai)Li −

[
(ai+1 − ai)◦Li

]}
(Li)

−1

= 2
[
(ai+1 − ai) ⩓ Li

]
(Li)

−1 ,

and you can verify that |ai − ai+1| = |ai − ai+1|. Let us proof a key property in the construction of the mirrored points.

Lemma 2. By keeping the notations and hypothesis of this section, we have that

(ai+1 − ai) ⩓ Li = Li−1 ,

for each i = 2,… , n − 1.

Proof of Lemma 2

(ai+1 − ai) ⩓ Li = (ai+1 − ai) ∧ (ai+2 − ai+1) ∧⋯ ∧ (an+1 − ai+1)

= (ai+1 − ai) ∧ (ai+2 − ai + ai − ai+1) ∧⋯ ∧ (an+1 − ai + ai − ai+1)

= (ai+1 − ai) ∧ (ai+2 − ai) ∧⋯ ∧ (an+1 − ai) = Li−1 . □

Remark 12. By using Remark 11, you can also verify that each vector ai − ai is orthogonal to all ai+2 − ai+1,. . . ,an+1 − ai+1.
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At the end of that process of mirroring the n − 1 points a1,. . . , an−1 we have that vectors

a1 − a1,. . . , an−1 − an−1, and an+1 − an

are mutually orthogonal. Moreover the following key property holds

Proposition 3. By keeping the notations and hypothesis of this section, we have that
[
(a1 − a1) ∧⋯ ∧ (an−1 − an−1)

]
⩓ (an+1 − an) = 2n−1Δ(a1,…,an+1)

Proof of Proposition 3

By Lemma 2, we can write ai − ai = 2Li−1(Li)
−1. So, by the foregoing orthogonality property we can arrive at a telescopic

product

[
(a1 − a1) ∧ (a2 − a2) ∧ (a3 − a3) ∧⋯ ∧ (an−1 − an−1)

]
⩓ (an+1 − an) =

=(a1 − a1) ∧ (a2 − a2) ∧ (a3 − a3) ∧⋯ ∧ (an−1 − an−1) ∧ (an+1 − an)

=(a2 − a2)(a3 − a3)⋯ (an−1 − an−1)(an+1 − an) =

=2n−1
[
(a2 − a1) ⩓ L1

]
(L1)

−1L1(L2)
−1L2(L3)

−1 ⋯Ln−2(Ln−1)
−1(an+1 − an)

=2n−1
[
(a2 − a1) ⩓ L1

]
(Ln−1)

−1(an+1 − an) = 2n−1
[
(a2 − a1) ⩓ L1

]
(an+1 − an)

−1(an+1 − an)

=2n−1(a2 − a1) ⩓ L1 = 2n−1(a2 − a1) ∧ (a3 − a2) ∧⋯ ∧ (an+1 − a2)

=2n−1(a2 − a1) ∧ (a3 − a1) ∧⋯ ∧ (an+1 − a1) = 2n−1Δ(a1,…,an+1)
.□

5.4 Convergence of the mean secant hyper-plane to the tangent hyper-plane II

Let us consider the n + 1 points a1,. . . ,an+1 in En as in the foregoing paragraphs.

Definition 3. Let us define the following blades

Δ = Δ(a1,…,an+1)
= (a2 − a1) ∧⋯ ∧ (an+1 − a1) =

n+1⋀
i=2

(ai − a1) ∈ G(n
n
) ≃ ℝIn

Δ = Δ(a1,…,an+1)
= (a1 − a1) ∧⋯ ∧ (an−1 − an−1) =

n−1⋀
i=1

(ai − ai) ∈ G( n

n−1
)

Δi = Δi
(a1,…,an+1)

=

⎛
⎜⎜⎜⎝

n−1⋀
j=1
j≠i

(aj − aj)

⎞
⎟⎟⎟⎠
⩓ (an+1 − an) ∈ G( n

n−1
) ,

where i = 1,… , n − 1.

Then, we can define the “mean multi-difference G( n

n−1
)-pseudo-vector”,

Δf(a1,…,an+1)
=

1

2n−1

n−1∑
i=1

(−1)i+1
[
f (ai) − f (ai)

]
Δi

(a1,…,an+1)
+

(−1)n+1

2n−1

[
f (an+1) − f (an)

]
Δ(a1,…,an+1)

.

Remark. Contrary to the pseudo-scalar Δ, the foregoing blades Δ and Δi can always be written as geometric products

Δ = Δ(a1,…,an+1)
= (a1 − a1)⋯ (an−1 − an−1) =

n−1∏
i=1

(ai − ai)

Δi = Δi
(a1,…,an+1)

=

⎛
⎜⎜⎜⎝

n−1∏
j=1
j≠i

(aj − aj)

⎞
⎟⎟⎟⎠
(an+1 − an) ,

(where i = 1,… , n − 1), because vectors a1 − a1, . . . , an−1 − an−1 and an+1 − an are mutually orthogonal. These are the key

properties that allow us to prove the next general Theorem.
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Theorem 3. If the function f ∶ Ω ⊆ En → ℝ is strongly differentiable at x0 (a point internal to Ω), then

lim
(a1,…,an+1)→(x0,…,x0)∈E

n+1
n

Δ(a1 ,…,an+1)
≠0

(
Δf(a1,…,an+1)

)(
Δ(a1,…,an+1)

)−1
= ∇f (x0) .

Remark. The foregoing result state that the “mean secant hyper-plane”

z = f (a1) + r(f,a1,…,an+1)
⋅ (x − a1) ,

where r(f,a1,…,an+1)
=
(
Δf(a1,…,an+1)

)(
Δ(a1,…,an+1)

)−1
, always converges to the tangent hyper-plane

z = f (x0) + ∇f (x0) ⋅ (x − x0) ,

as the non-degenerate simplex having vertices a1, . . . , an+1 contracts to the point x0.

Proposition 4.

r(f,a1,…,an+1)
=

(
n−1∑
i=1

f (ai) − f (ai)

ai − ai

)
+

f (an+1) − f (an)

an+1 − an
.

Proof of Proposition 4.

Let us recall, from Remark 12, that vectors a1 − a1,. . . , an−1 − an−1, an+1 − an are mutually orthogonal. So, by Proposition 3, we

can write

Δ(a1,…,an+1)
⩓ (an+1 − an) = 2n−1Δ(a1,…,an+1)

Δ(a1,…,an+1)
=

1

2n−1
Δ(a1,…,an+1)

⩓ (an+1 − an) ==
1

2n−1
(a1 − a1)⋯ (an−1 − an−1)(an+1 − an)

(
Δ(a1,…,an+1)

)−1
= 2n−1(an+1 − an)

−1(an−1 − an−1)
−1 ⋯ (a1 − a1)

−1 .

Then,

r(f,a1,…,an+1)
=
(
Δf(a1,…,an+1)

)(
Δ(a1,…,an+1)

)−1
=

=

(
n−1∑
i=1

(−1)i+1
[
f (ai) − f (ai)

]
Δi

(a1,…,an+1)

)(
Δ(a1,…,an+1)

)−1
+ (−1)n+1

[
f (an+1) − f (an)

]
Δ(a1,…,an+1)

(
Δ(a1,…,an+1)

)−1

=

(
n−1∑
i=1

[
f (ai) − f (ai)

]
(ai − ai)

−1

)
+
[
f (an+1) − f (an)

]
(an+1 − an)

−1 ,

as you can verify that

ΔΔ−1 = (−1)n+12n−1(an+1 − an)
−1 and, ΔiΔ−1 = (−1)i+12n−1(ai − ai)

−1 for i = 1… , n − 1. □

Proof of Theorem 3. Let us recall that Δ(a1,…,an+1)
is a pseudo-scalar; so, by equation (5.3), we have that

∇f (x0)Δ(a1,…,an+1)
= ∇f (x0)◦Δ(a1,…,an+1)

=
1

2n−1

[
n−1∑
i=1

(−1)i+1
(
∇f (x0) ⋅ (ai − ai)

)
Δi + (−1)n+1

(
∇f (x0) ⋅ (an+1 − an)

)
Δ

]
,

and we can write

∇f (x0) = ∇f (x0)Δ(a1,…,an+1)

(
Δ(a1,…,an+1)

)−1
=
(
∇f (x0)◦Δ(a1,…,an+1)

)(
Δ(a1,…,an+1)

)−1

=
1

2n−1

[
n−1∑
i=1

(−1)i+1
(
∇f (x0) ⋅ (ai − ai)

)
Δi + (−1)n+1

(
∇f (x0) ⋅ (an+1 − an)

)
Δ

]
Δ−1

=

(
n−1∑
i=1

(
∇f (x0) ⋅ (ai − ai)

)
(ai − ai)

−1

)
+

[
∇f (x0) ⋅ (an+1 − an)

]
(an+1 − an)

−1

=

(
n−1∑
i=1

∇f (x0) ⋅ (ai − ai)

ai − ai

)
+

∇f (x0) ⋅ (an+1 − an)

an+1 − an
.
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So,

r(f,a1,…,an+1)
− ∇f (x0) =

(
n−1∑
i=1

f (ai) − f (ai) − ∇f (x0) ⋅ (ai − ai)

ai − ai

)
+

f (an+1) − f (an) − ∇f (x0) ⋅ (an+1 − an)

an+1 − an
,

and

|||r(f,a1,…,an+1)
− ∇f (x0)

||| ≤
n−1∑
i=1

|||f (ai) − f (ai) − ∇f (x0) ⋅ (ai − ai)
|||

|||ai − ai
|||

+

|||f (an+1) − f (an) − ∇f (x0) ⋅ (an+1 − an)
|||

|||an+1 − an
|||

.

As f is strongly differentiable at x0, we know that, given � > 0 there exists �� > 0 such that if |u−x0| < �� and |v−x0| < �� , then

|f (u) − f (v) − ∇f (x0) ⋅ (u − v)| < �|u − v| .
So, if we choose a1, . . . , an+1 non collinear, and such that

|ai − x0| < 1

3

(
� �

n

)
, for i = 1,… , n + 1,

then |||r(f,a1,…,an+1)
− ∇f (x0)

||| < � ,

as, for i = 1,… , n − 1, we have

• |ai − ai+1| ≤ |ai − x0| + |ai+1 − x0| < 2

3

(
� �

n

)
,

• |ai − x0| ≤ |ai − ai+1| + |ai+1 − x0| = |ai − ai+1| + |ai+1 − x0| < � �

3

. □

6 DEFINITION OF PSEUDO-SCALAR FIELD IN SOBCZYK’S SIMPLICIAL CALCULUS

In14 the author rightly shows that the pseudo-scalar fields in21 are not well defined because of the local Schwarz paradox. In

order to fix the problem, one can use our convergent algorithms by recalling13 that the unit k-vector I(x0) ∈ G(n
k
) at a point x0

of the k-surface �k ⊂ En can be expressed by gradients, using a chart14 x ∶ Ω ⊆ Ek → �k , as follows

I(x0) =

∑
1≤i1<⋯<ik≤n

[(
∇�i1 (u0)

∧⋯ ∧ ∇�ik (u0)

)
I−1
k

]
ei1 ∧⋯ ∧ eik

||||||
∑

1≤i1<⋯<ik≤n

[(
∇�i1 (u0)

∧⋯ ∧ ∇�ik (u0)

)
I−1
k

]
ei1 ∧⋯ ∧ eik

||||||(
where x = x(u) = �1(u)e1 +⋯ + �n(u)e1, x0 = x(u0), and u0 is a point internal to Ω

)
.

Another possible method to give a proper definition of the pseudo-scalar I , not using charts, could be to select suitable sequences

of k-chains in En converging to the k-surface �k. However, here we do not have enough room to prove such last claim. So we

have to postpone its detailed statement and proof to a further work.

7 CONCLUSIONS AND PERSPECTIVES

Here, we sketch some possible applications of the foregoing results in pure and applied mathematics.

7.1 Geometric Calculus

7.1.1 Leibniz’s notation

At page 45 of9 it is written:

13Here, we adopt some notations taken from 21.
14That is, a local regular parametrization.
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Leibniz’s notation dF∕d� or )F∕)� emphasizes the definition of derivative as the limit of a difference quotient. It will be seen

that differentiation by a general multivector cannot be defined by a difference quotient, so Leibniz’s notation is appropriate

only for scalar variables.

In this work we have shown that, using as product the Clifford geometric product, as numerator our mean multi-difference

pseudo-vector Δf , and as denominator the pseudo-scalar Δ, Leibniz’s quotient notation

Δf∕Δ =
(
Δf(a1,…,an+1)

)(
Δ(a1,…,an+1)

)−1
,

remains appropriate to approximate (or define) the gradient of multi-variable scalar functions (provided they are strongly

differentiable).

7.1.2 Fundamental Theorem of Calculus and non absolute change of variable formula

The foregoing observation suggests to use the new Leibniz’s difference quotient (that should be properly called “Clifford multi-

difference quotient”) as a tool also for higher dimensional Calculus. If this is the case, many paths are open to explore classical

topics. For example, we may try to extend to higher dimensions the elegant definition15 of non absolute integration given by

Kurzweil and Henstock by directly using the new Clifford multi-difference quotient. In particular, we guess the possibility

of defining a multi-vector valued generalized Riemann integral on orientable hyper-volumes and hyper-surfaces such that a

Fundamental theorem of Calculus of the following form

∫ ∫
oriented

hyper-volume

Ω

∇f (x)
⏟⏟⏟

vector

dx
⏟⏟⏟

pseudo-scalar

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏟
pseudo-vector

= ∫
oriented

rectifiable
hyper-surface

)Ω

f (x)
⏟⏟⏟

scalar

dx
⏟⏟⏟

pseudo-vector

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
pseudo-vector

(7.1)

may hold, for an everywhere strongly differentiable function f ∶ Ω ⊂ En → ℝ. One could argue that this strong regularity

condition may limit the range of possible results. Despite this possible limitation, it would be interesting to explore more deeply

a Fundamental Theorem of Calculus in a form16 different from the “divergence” one. Moreover, once defined the generalized

integrals satisfying (7.1), one could obtain a subsequent non absolute change of variable formula for multiple integrals not

involving the absolute value of the Jacobian determinant, as one would expect by analogy with the change of variable formula

for one-dimensional integrals.

7.2 Finite Element Method

Delaunay triangulations maximize the minimum angle of all angles of the triangles in a triangulation of a plane point cloud. This

extremal property allows in the Finite Element Method analysis to prevent divergence phenomena due to the Schwarz paradox.

The algorithms we have used do not suffer such divergence phenomena; so, they could be used in the Finite Element Method

on arbitrary triangulations (non-necessarily of Delaunay type).

One can profit further of the above possibility to neglect Delaunay triangulations. In fact, for n-dimensional point clouds (with

n ≥ 3) it is increasingly difficult to generate a Delaunay “tretrahedralization”. On the contrary, we claim that our convergent

algorithms (independent of the maximal Delaunay property) can be applied to efficiently discretize differential operators on any

n-dimensional smooth manifold.

7.3 Teaching

The classical global Schwarz paradox deals with the area of surfaces, and its presentation is often omitted from Advanced

Calculus curricula. In this work we have shown that the local form of the Schwarz paradox involves the very definition of

gradient, and could be presented at the beginning of a multi-variable differential calculus course. In this sense, it provides further

motivation to introduce Clifford Geometric Algebra as a unifying language for Geometry and Analysis17

15See 15.
16See, for instance, 3, although it is affected by the Schwarz paradox.
17As advocated in 10, and 11.



27

References

1. M. Berger, Geometry I, Springer, Berlin, 1987.

2. Y. Choquet-Bruhat, C. DeWitt-Morette, Analysis, manifolds, and physics Part I: Basics, North Holland, 1982.

3. J. D. Jr. Daws, A Fundamental Theorem of Multivariable Calculus, Chancellor’s Honors Program Projects, 2013.

https://trace.tennessee.edu/utk_chanhonoproj/1604

4. R. Delaby, The Clifford product of vectors interpreted through the geometry of the Grassmann product and the combinatorics

of the Pfaffian, Mémoire de thèse en Master en Mathématique. Université Catholique de Louvain, 2019-2020.

5. L. Dorst, D. Fontijne, S. Mann, Geometric Algebra for Computer Science: An Object-Oriented Approach to Geometry, The

Morgan Kaufmann Series in Computer Graphics, Elsevier, 2007.

6. M. Esser, O. Shisha, A modified differentiation, Amer. Math.Monthly, 71 (1964), 904–906.

7. S. Gandon, Y. Perrin, Le problème de la définition de l’aire d’une surface gauche: Peano et Lebesgue, Arch. Hist. Exact

Sci. 63 (2009), 665–704.

8. K. Guerlebeck, W. Sproessig, Quaternionic and Clifford calculus for physicists and engineers, Wiley, 1997.

9. D. Hestenes, G. Sobczyk, Clifford algebra to geometric calculus, Reidel Publishing Co., Dordrecht, 1984.

10. D. Hestenes, A Unified Language for Mathematics and Physics, i “Clifford Algebras

and their Applications in Mathematical Physics”, Reidel, Dordrecht/Boston (1986), 1–23.

https://www.researchgate.net/publication/245128962_A_Unified_Language_for_Mathematics_and_Physics

11. J. Lasenby, A. N. Lasenby, and C. J. L. Doran. A Unified Mathematical Language for Physics and Engineering in the

21st Century, Philosophical Transactions: Mathematical, Physical and Engineering Sciences 358, no. 1765 (2000), 21–39.

http://www.jstor.org/stable/2666774

12. E. B. Leach, A note on inverse function theorems, Proc. Amer. Math. Soc. 12 (1961), 694–697.

13. A. Macdonald, Linear and Geometric Algebra, CreateSpace Independent Publishing Platform, Lexington, KY, 2011.

14. A. Macdonald, Sobczyk’s simplicial calculus does not have a proper foundation, October 2017.

https://arxiv.org/abs/1710.08274

15. J. Mawhin, Présences des somme de Riemann dans l’évolution du calcul intégral, Cahiers du Séminaire d’histoire des

mathématiques, tome 4 (1983), 117–147.

16. G. Peano, Sulla definizione dell’area d’una superficie, Atti della Reale Accademia dei Lincei: Rendiconti 4 (1890), 54–57.

17. G. Peano, Sur la définition de la dérivée, Mathesis Recueil mathématique à l’usage des écoles spéciales et des établissements

d’instruction moyenne, 2 (1892), 12–14.

18. P. Roselli, Algorithms, unaffected by the Schwarz paradox, approximating tangent planes and area of smooth surfaces

via inscribed triangular polyhedra, https://arxiv.org/abs/1404.1823. (This memoir obtained in 2014 the “Prix du concours

annuel en Mathématiques” of the Académie royal de Belgique).

19. P. Roselli, The surface tangent paradox and the difference vector quotient of a secant plane,

https://arxiv.org/abs/2208.13639.

20. H. A. Schwarz, Sur une définition erronée de l’aire d’une surface courbe, Gesammelte Mathematische Abhandlungen von

H. A. Schwarz, Springer, (1890), 309–311. https://archive.org/details/gesammeltemathem02schwuoft/page/308/mode/2up

21. G. Sobczyk, Simplicial Calculus with Geometric Algebra, in "Clifford Algebras and their Applications in Mathematical

Physics: Proceedings of Second Workshop held at Montpellier, France, 1989", Springer Netherlands, Dordrecht, (1992),

279–292. https://doi.org/10.1007/978-94-015-8090-8_29, or http://geocalc.clas.asu.edu/pdf-preAdobe8/SIMP_CAL.pdf

https://trace.tennessee.edu/utk_chanhonoproj/1604
https://www.researchgate.net/publication/245128962_A_Unified_Language_for_Mathematics_and_Physics
http://www.jstor.org/stable/2666774
https://arxiv.org/abs/1710.08274
https://arxiv.org/abs/1404.1823
https://arxiv.org/abs/2208.13639
https://archive.org/details/gesammeltemathem02schwuoft/page/308/mode/2up
https://doi.org/10.1007/978-94-015-8090-8_29
http://geocalc.clas.asu.edu/pdf-preAdobe8/SIMP_CAL.pdf


28

22. J. Vaz, R. d. Rocha, An introduction to Clifford algebras and spinors, Oxford university press, 2016.

23. G. P. Wilmot, The structure of the Clifford algebra, Journal of Mathematical Physics 29 (1988), no. 11, 2338-–2345.

24. P. Zames, Surface Area and the Cylinder Area Paradox, The College Math. J., 8 (1977), 207–211. (This article obtained in

1978 the George Polya Award).


	Applications of Clifford ratios unaffected by the local Schwarz paradox
	Abstract
	Introduction
	The local Schwarz paradox
	Some notations for the following
	Summary of this work

	Some reminders of Geometric Algebra
	The 2x2 determinant as a Clifford quotient and as a scalar product

	The case of a two-variable function
	Coordinate-free expression of a plane secant the graph of a two-variable function
	The vector  as linear combination of vectors , , and 
	Mirroring vectors and points I
	Vector mirrored by a 1-dimensional linear subspace
	Point mirrored by a line in  (with )

	The mean multi-difference vector
	Convergence of the mean secant plane to the tangent plane

	The case of a three-variable function
	The 3x3 determinant as a Clifford quotient and as a scalar product
	Coordinate-free expression of a hyper-plane secant the graph of a three-variable function
	Mirroring vectors and points II
	Vector mirrored by a 2-dimensional linear subspace
	Point mirrored by a plane in  (with )

	Convergence of the mean secant hyper-plane plane to the tangent hyper-plane I

	The case of a multi-variable function
	A  determinant as a Clifford quotient and as a scalar product
	Coordinate-free expression of a hyper-plane secant the graph of a multi-variable function
	Mirroring vectors and points III
	Vector mirrored by a k-dimensional linear subspace
	Point mirrored by a multi-dimensional hyper-plane in 

	Convergence of the mean secant hyper-plane to the tangent hyper-plane II

	Definition of pseudo-scalar field in Sobczyk's Simplicial Calculus
	Conclusions and perspectives
	Geometric Calculus
	Leibniz's notation
	Fundamental Theorem of Calculus and non absolute change of variable formula

	Finite Element Method
	Teaching

	References


