
P
os
te
d
on

29
M
ay

20
23

—
T
h
e
co
p
y
ri
gh

t
h
ol
d
er

is
th
e
au

th
or
/f
u
n
d
er
.
A
ll
ri
gh

ts
re
se
rv
ed
.
N
o
re
u
se

w
it
h
ou

t
p
er
m
is
si
on

.
—

h
tt
p
s:
//
d
oi
.o
rg
/1
0.
22
54
1/
au

.1
68
53
64
26
.6
38
63
70
3/
v
1
—

T
h
is

a
p
re
p
ri
n
t
a
n
d
h
as

n
ot

b
ee
n
p
ee
r
re
v
ie
w
ed
.
D
a
ta

m
ay

b
e
p
re
li
m
in
a
ry
.

DreamWalk: Dynamic Remapping and Multiperspectivity for

Large-Scale Redirected Walking

Yuan Xiong1, Tong Chen1, Tianjing Li1, and Zhong Zhou1

1State Key Laboratory of Virtual Reality Technology and Systems

May 29, 2023

Abstract

Redirected walking (RDW) provides an immersive user experience in virtual reality applications. In RDW, the size of the

physical play area is limited, which makes it challenging to design the virtual path in a larger virtual space. Mainstream

RDW approaches rigidly manipulate gains to guide the user to follow predetermined rules. However, these methods may

cause simulator sickness, boundary collision, and reset. Static mapping approaches warp the virtual path through expensive

vertex replacement in the stage of model pre-processing. They are restricted to narrow spaces with non-looping pathways,

partition walls, and planar surfaces. These methods fail to provide a smooth walking experience for large-scale open scenes.

To tackle these problems, we propose a novel approach that dynamically redirects the user to walk in a non-linear virtual

space. More specifically, we propose a Bezier-curve-based mapping algorithm to warp the virtual space dynamically and

apply multiperspective fusion for visualization augmentation. We conduct comparable experiments to show its superiority over

state-of-the-art large-scale redirected walking approaches on our self-collected photogrammetry dataset.
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Summary

Redirected walking (RDW) provides an immersive user experience in virtual real-
ity applications. In RDW, the size of the physical play area is limited, which makes
it challenging to design the virtual path in a larger virtual space. Mainstream RDW
approaches rigidly manipulate gains to guide the user to follow predetermined rules.
However, these methods may cause simulator sickness, boundary collision, and reset.
Static mapping approaches warp the virtual path through expensive vertex replace-
ment in the stage of model pre-processing. They are restricted to narrow spaces with
non-looping pathways, partition walls, and planar surfaces. These methods fail to
provide a smooth walking experience for large-scale open scenes. To tackle these
problems, we propose a novel approach that dynamically redirects the user to walk
in a non-linear virtual space. More specifically, we propose a Bezier-curve-based
mapping algorithm to warp the virtual space dynamically and apply multiperspec-
tive fusion for visualization augmentation. We conduct comparable experiments to
show its superiority over state-of-the-art large-scale redirected walking approaches
on our self-collected photogrammetry dataset.
KEYWORDS:
redirected walking, dynamic mapping, multiperspectivity, locomotion, virtual reality

1 INTRODUCTION

In redirected walking (RDW) applications, the size of the virtual space is much larger than the physical space. It is helpful to limit
the user’s walking within physical boundaries. Conventional RDW approaches apply manipulation gains in a linear space1,2,3,4,5,6.
These approaches have problems, including simulator sickness, collision, and reset. While static mapping approaches fold virtual
pathways to fit the physical play area in pre-processing, but can hardly handle open field and looping circulation7,8,9,10. On the
other hand, with the development of large-scale 3D reconstruction, the dimension of the virtual space increases rapidly. Existing
VR locomotion approaches using the pinhole camera model can hardly handle large-scale open scenes. Thus, a novel method
is needed to solve this problem. Recently, multiperspective rendering techniques have been proposed for occlusion exploration
and visualization augmentation11,12,13. In this paper, we are inspired to propose a Dynamic Remapping and Multiperspectivity
(DREAM) method for large-scale RDW with the following contributions:

• We illustrate a real-time remapping algorithm that dynamically warps the virtual space using 3D Bezier curves.
• We propose an adaptive multiperspective algorithm for visualization augmentation and occlusion exploration.
• We propose a pitching-up strategy to reduce the user’s awareness of camera manipulation gains.

https://orcid.org/0000-0002-7253-4998
https://orcid.org/0009-0009-2843-7283
https://orcid.org/0000-0002-3192-9838
https://orcid.org/0000-0002-5825-7517
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Our experiments reveal the difficulty of mapping between small physical space and large virtual scenes in RDW. To improve
the performance of RDW in small play area, a large-scale multiperspective warping is required.

Figure 1 We propose DREAM to dynamically remap virtual and real scenes. (a) Street view of a 240m × 200m virtual scene.
(b) Depth map. (c) 3.5m × 3.5m play area. (d) Left HMD view. (e) Right HMD view. (f) Virtual path. (g) Physical path.

2 RELATED WORK

Redirected walking14 manipulates gains so that the virtual path behaves differently from the physical path. Nillson15 et al. give
an overview of recent RDW approaches. Ana et al.16 summarizes conventional detection thresholds and lateral motion. Typical
gains are introduced in17,18,19,1, including translation, rotation, curvature, bending, and their derivative. Detection thresholds
of lateral and backward steps are measured20. Nariaki et al.21 illustrate the concept of inclination manipulation in pitch RDW
applications. Cheng et al.22 designed a tower climbing game to provide an infinite walking experience. Zhang and Xu et al.
manipulate the reset to optimize the interruption experience23,24,25,26.

There are few large-scale RDW approaches. The Giant2 manipulates the avatar size and speed gains. VRoamer27 and
DreamWalker28 dynamically localize the user with SLAM techniques but require large physical space. Infinite walking3
includes eye detectors to detect saccadic suppression and leverage temporary blindness for dynamic path planning. The Steer-to-
Orbit(S2O) and Steer-to-Center(S2C) algorithms are proposed4 for calculating desired steering targets. Learning-based steering
and path prediction are wildly studied29,30. Dong5 illustrates the density-based pushing strategy to keep users away from the
center. Telewalk6 includes the pre-defined real circle for endless walking routes. Simulator sickness is wildly studied31,32. RDW
applications include Simulator Sickness Questionnaire(SSQ)33 to analyze the severity of simulator sickness symptoms.

Static mapping approaches fold the virtual space into a smaller play area using curvature mapping. Sun7 proposes a globally
surjective and locally injective mapping strategy for space warping. It also solves the self-overlapping problem, including nearest
non-occluded pixel searching and environment mapping. Dong8 proposes a smoothly assembled mapping (SAM) method in
which the virtual pathway is decomposed into small patches for distortion optimization. The distortion in SAM is defined by
patch-based Bezier surfaces. We are motivated by this idea to replace static 2D mapping with dynamic 3D remapping. Other
approaches are proposed for multi-user real walking9. Bending gains in planar mapping9 is similar to those in RDW, which use
a derivation of curvature gains. Cao10 points out that feature-guided mapping is better than globally optimized mapping in terms
of visual quality. In real walking, researchers statically map the virtual scene to the physical space using vertex replacement.
The performance of static mapping is low, and its limitations for narrow planar scenes make it difficult to generalize to complex
VR applications.

Multiperspectivity is widely used in VR occlusion exploration. Lin11 includes top and side view cameras for multiperspective
disocclusion. Wang12,13 manages occlusion exploration by detecting depth discontinuity. UrbanRama34 provides a navigation
interface with vertical perspective warping in one direction and uses cylindrical projection to mix local and global views. These
approaches use vertex replacement, partial updates, and multiple rendering strategies, which can lead to low performance.
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3 DYNAMIC REMAPPING AND MULTIPERSPECTIVITY

3.1 Overview
As shown in Figure 1, our goal is to design an RDW method that dynamically and smoothly warps the virtual space to hide the
severe optic flow change caused by manipulation gains. We implement two proposed algorithms, the dynamic 3D Bezier warping
and multiperspective fusion. The major difference between the proposed and conventional locomotion methods is illustrated in
Figure 2. Unlike conventional RDW approaches, our method uses a non-pinhole multiperspective camera model for rendering. In
contrast to static mapping approaches, we consider a more general scenario with complex virtual elements other than the pathway
and dynamically warp the virtual space using shaders. In computer vision, a virtual scene is modeled as a projective 3D spaceℝ3,

Figure 2 The major difference between (a) manipulation-based RDW, (b) static mapping, and (c) our method.

which can be represented as a linear combination of three eigenvectors, 𝒙, 𝒚, and 𝒛. In this paper, for convenience, we always use
the right-handed coordinate system with X-right-Y-up-Z-back orientation for the camera coordinates, and the earth coordinates
with X-East-Y-North-Z-Up(ENU) orientation for scene modeling. Besides, we are using the homogeneous coordinates for matrix
and vector multiplication. The perspective imaging of the Helmet-Mounted Display(HMD) can be represented as:

𝑋𝑖𝑚𝑔 = 𝑀𝑝𝑒𝑟𝑠𝑝𝑀𝑐2𝑑𝑀𝑟2𝑐𝑀𝑣2𝑟𝑋𝑣, (1)
where 𝑀𝑣2𝑟, 𝑀𝑟2𝑐 , and 𝑀𝑐2𝑑 are 4 × 4 homogeneous matrixes that transform the homogeneous vector of a model vertex
𝑋𝑣 = [𝑥 𝑦 𝑧 1]𝑇 from the virtual world to the room-scale coordinates, the HMD camera coordinates, and the final device
coordinates. Each homogeneous matrix 𝑀 = [𝑅|𝑡] consists of an orthogonal rotation matrix 𝑅 and a translation vector 𝑡. 𝑀𝑐2𝑑
can be acquired from the room-scale API using laser trackers or visual SLAM. Display devices simulating binocular vision re-
quire 𝑀𝑝𝑒𝑟𝑠𝑝 for perspective imaging. Its result is a point 𝑋𝑖𝑚𝑔 = [𝑢 𝑣 𝑤 1]𝑇 , in a view volume determined by the field of
view, aspect ratio, near clipping, and far clipping. In our scenario, given a large-scale model, we dynamically map its vertexes
to the camera coordinates, then remap their eigenvectors using Bezier curves and multiperspective fusion.

3.2 Dynamic remapping
To avoid inclination gains, we dynamically distort the scene along with the user movement. While other approaches use the
pinhole camera model in Equation 1 for rendering, we begin to rethink the distorted camera model by involving non-linear
transformations. Unlike Wang’s12,13 methods which use partial multiperspective rendering and vertex replacement, we use 3D
Bezier curves to remap space eigenvectors according to the current user position. Such a warping can be programmed in a vertex
shader in the parallel GPU rendering pipeline, improving the performance remarkably.

Formulation. Since the remapping is dynamic and user-oriented, we need to transform the model vertices in the ENU
coordinates to the camera coordinates for further distortion. Therefore, we divide the pinhole transformation into two parts:

𝑋𝑖𝑚𝑔 = 𝑀𝑝𝑒𝑟𝑠𝑝𝑀𝑐2𝑑𝐵(𝑀𝑟2𝑐𝑀𝑣2𝑟𝑋𝑣), (2)
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The inner part 𝑀𝑝𝑒𝑟𝑠𝑝𝑀𝑐2𝑑 applies a camera-to-device transformation and perspective imaging. The outer part 𝑀𝑟2𝑐𝑀𝑣2𝑟𝑋𝑣
transforms a vertex to the room and camera coordinates. We employ the Bezier warping 𝐵 using the function 𝑏:

𝑏(𝑡) =

⎧

⎪

⎪

⎨

⎪

⎪

⎩

𝑛−1
∑

𝑖=0
(𝑛−1𝑖 )𝑡𝑖(1 − 𝑡)𝑛−1−𝑖𝑃𝑖, 0 ≤ 𝑡 ≤ 1

𝑏(1) − (𝑡 − 1)𝐿 𝜕
𝜕𝑡
|

|

|𝑡=1
𝑏(𝑡), 𝑡 > 1

−𝑏(−𝑡), 𝑡 < 0

(3)

where variable 𝑡 represents the location on the Bezier curve, 𝐿 is the integral length of the Bezier curve in range 0 ≤ 𝑡 ≤ 1,
(𝑛−1𝑖 ) = (𝑛−1)!

𝑖!(𝑛−1−𝑖)!
are binomial coefficients, and 𝑃𝑖 is the 𝑖th anchor(0 ≤ 𝑖 ≤ 𝑛 − 1) of 𝑛 anchor points used to determine the

Bezier curve. Unlike the explicit definition of the Bezier curve mentioned in35, our modification restrains its behavior beyond
the interval 0 ≤ 𝑡 ≤ 1. For negative 𝑡, we use the symmetric value −𝑏(−𝑡) as its returns. This is important because it is designed
to remove the accumulative shift caused by jitter errors of laser trackers, which return non-zero translation. When 𝑡 > 1, we use
the extended line of the Bezier curve to avoid the bend-back issue in which the model may collide with itself. The extended line
can be determined by the derivative vector of the last anchor at 𝑡 = 1. Notice that the sign is always negative because we are
using the X-right-Y-up-Z-back coordinate system in which the camera is looking at the −𝑧 direction from the origin.

A vertex 𝑋 = [𝑥0 𝑦0 𝑧0 1]𝑇 in the camera coordinates can also be represented as a linear combination of eigenvectors:
𝑋 = 𝑥0𝒙 + 𝑦0𝒚 + 𝑧0𝒛 +𝒘. Instead of changing 𝑥0, 𝑦0 and 𝑧0, we dynamically remap space eigenvectors 𝒙 = [1 0 0 0]𝑇 ,
𝒚 = [0 1 0 0]𝑇 , 𝒛 = [0 0 1 0]𝑇 to normalized vectors 𝒙𝒃, 𝒚𝒃, 𝒛𝒃 using,

⎧

⎪

⎨

⎪

⎩

𝒛𝒃 = − 𝜕
𝜕𝑡
|

|

|𝑡=𝑡0
𝑏(𝑡), 𝑡0 =

|𝑋|

𝐿

𝒙𝒃 = 𝒛𝒃 × 𝒚
𝒚𝒃 = 𝒛𝒃 × 𝒙𝒃

(4)

Similarly, 𝒛𝒃 can be calculated using the derivative vector at 𝑡 = 𝑡0. 𝒙𝒃 equals the cross-product of 𝒛𝒃 and up direction 𝒚. 𝒚𝒃
equals the cross-product of 𝒛𝒃 and 𝒙𝒃. Finally, we compose the new eigenvectors to a Bezier warping:

𝐵(𝑋) = 𝐽𝑏𝑋, (5)
where 𝐽𝑏 =

[

𝒙𝒃 𝒚𝒃 𝟎 𝒘
]

∈ ℝ4 denotes the Jacobian of Bezier function 𝑏 at 𝑋. In shader programming, the derivative
vector 𝒛 in 𝐽𝑏 can be calculated using an arbitrarily chosen shift Δ𝑡 = 1.0𝑒−5,

𝒛𝒃 = − 𝜕
𝜕𝑡
|

|

|

|𝑡=𝑡0
𝑏(𝑡) = −

𝑏(𝑡0 + Δ𝑡) − 𝑏(𝑡0)
Δ𝑡

, (6)
Implementation details. Once we have determined the Bezier function, we can simulate space warping through eigenvector

remapping. However, choosing the design pattern for the Bezier anchor points is a hard decision, which is related to factors
including implementation difficulty, run-time performance, visual appearance, and corner cases.

Figure 3 Comparison between different Bezier patterns. Top: HMD view. Bottom: the top view of the play area with physical
boundaries in cyan, x-axis in red, y-axis in green, z-axis in blue, and bent view direction in white.
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In order to generate smooth Bezier curves, we design several patterns for creating anchor points, as shown in Figure 3.
Figure 3a shows the straight line pattern in which anchor points are equally distributed along the −𝑧 view direction. The only
parameter for this pattern is 𝐿 used by Equation 4. When 𝐿 equals the total distance between anchors, the Bezier warping model
degenerates into a pinhole model. Otherwise, it is equivalent to a zooming model with a focal length enlarged by 𝐿. The straight
line pattern can be used as a backup pattern for other patterns which failed to return anchors in corner cases. Figure 3b shows
the rotation pattern. The rotation pattern can be used to simulate a camera rotation. Figure 3c shows the parabola pattern. In 3D
geometry, a parabola function can be well-determined by two points and an initial direction of the starting points. In most cases,
it provides a smooth U-shaped curve. However, the integral length of a rotated parabola is difficult to compute. In practice, we
use the arc pattern shown in Figure 3d. An arc of a circle is defined as a segment of the circle, which can also be well-determined
by two anchors and an initial direction. The integral length of an arced curve can be calculated explicitly:

𝐿 =

𝜃𝑛−1

∫
𝜃0

𝑟d𝜃 = 𝑟𝜃|𝜃𝑛−1𝜃0
= (𝜃𝑛−1 − 𝜃0)𝑟, (7)

where 𝜃𝑛−1 − 𝜃0 defines the opening angle from the first anchor to the last anchor, and 𝑟 is the radius of the arc. To avoid self-
overlapping, we cap the opening angle to 𝜋

2
. We use Bezier curve approximation instead of the explicit equation of the circular

arc, because Bezier curve is more convenient and universal. In the implementation of the circular arc, an additional branch is
included in determining whether we need a major arc or a minor arc. Besides, it requires additional rotation and trigonometric
operations, which may slow down the rendering. In our implementation, we flexibly integrate different patterns into our system
depending on requirements.

As we are using control anchors to determine Bezier curves, the more anchors used, the higher precision we can achieve.
However, in consideration of the shader performance, the number of anchors should be small enough. Let 𝑛 be the number of
anchors. When 𝑛 = 2, the Bezier curve model degenerates into a rotation model, like in Figure 3b. So we only consider cases
where 𝑛 ≥ 3. As mentioned in Equation 3, the computational cost of the dynamic remapping mainly comes from the calculation
of Bezier function 𝑏(𝑡). We can optimize it by enumerating binomial coefficients (𝑛𝑖 ) as constants, replacing the expensive power
function with multiplication operations, and reusing previous terms. For example, by reusing 𝑡𝑛(1− 𝑡)𝑖 and 1−𝑡

𝑡
in each iteration,

we reduce its computational cost. In our implementation, we set 𝑛 = 5 for best practice.

3.3 Multiperspective rendering
As described in the previous section, the Bezier curve can be used for remapping space eigenvectors. As shown in Figure 3c and
Figure 3d, lateral pixels are stretched and become blurry. We are motivated to improve the rendering of lateral pixels. On the
other hand, we are illuminated by the horizontal multiperspective rendering12 for occlusion exploration. Besides the sky, filling
the upper half of the view with scene elements is a good choice because it provides visual cues to the moving direction.

Multiperspective fusion. In our scenario, we expect to provide a natural walking experience with free viewports and mov-
ing directions. Unlike other approaches which place explicit obstacles to block the user view, we use the original large-scale
reconstruction of real-world scenes. We improve the fidelity of dynamic warping in all directions and include the multiperspec-
tivity fusion to assemble renderings from different perspectives smoothly. In our design, the general multiperspective warping
is defined as a linear combination of several Bezier curves and is deployed as a replacement of the single warping:

𝐵𝑚𝑢𝑙𝑡𝑖(𝑋) =

𝑚
∑

𝑖=1
𝑤𝑖𝑅−1

𝑖 𝐵𝑖(𝑅𝑖𝑋)

𝑚
∑

𝑖=1
𝑤𝑖

, 𝑤𝑖 = (1 + 𝒗𝒊 ⋅ (−𝒛))2, (8)

where 𝑋 is a vertex in camera coordinates, rotated by 𝑅𝑖 before the Bezier warping, and 𝑅−1
𝑖 for inverse rotation after the

warping. The weight factor𝑤𝑖 is defined by the square of the cosine similarity, which is 1 plus the dot product of two eigenvectors,
𝒗𝒊 and −𝒛, where 𝒗𝒊 is the normalized direction of the 𝑖th perspective (1 ≤ 𝑖 ≤ 𝑚). 𝑅𝑖 is constrained by 𝑅𝑖𝒗𝒊 = −𝒛. It rotates
the axis 𝒗𝒊 to −𝒛, around the up direction 𝒚. Note that the single warping 𝐵 in Equation 2 is a special case of 𝐵𝑚𝑢𝑙𝑡𝑖 with 𝑚 = 1,
𝒗 = −𝒛, and 𝑅 = 𝐼 , where 𝐼 is the identity matrix. The multiperspective fusion increases the computational cost of shaders. To
balance performance and rendering quality, we recommend using 8 perspectives for best practice.

Vertical multiperspectivity. Unlike conventional approaches12,13 which use multiple pinhole renderings for occlusion ex-
ploration, we solve the occlusion problem in real-time. In our system, we include the vertical warping using the modified
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Figure 4 Vertical multiperspective rendering with different bending radii in meters. The top row shows the user’s HMD view.
The bottom row shows the bird view of virtual scenes with Bezier curves in white.

eigenvectors remapping. The mixed Bezier warping of a vertex 𝑋 is
𝐵𝑚𝑖𝑥(𝑋) =

{

𝐵(𝑋), 𝑡0 ≤ 𝑇
𝐵(𝑋) + 𝑏𝑣(𝑡0 − 𝑇 ), 𝑡0 > 𝑇

(9)
where 𝐵 is the horizontal Bezier warping mentioned in Equation 5, and 𝑏𝑣 is the vertical horizontal Bezier function. 𝑇 is the
distance threshold to activate the vertical multiperspective rendering. In our implementation, we arbitrarily use 𝑇 = −30∕𝐿.
When 𝑋 is 30m away from the camera, it starts bending up, controlled by vertical Bezier anchors. When choosing the pattern
for vertical anchors, we follow the same strategy in Figure 3d, by using the circular arc pattern. In Figure 4, we show different
bending radii of the circular arc. Whether to use a small or large bending radius depends on the map size of the virtual world. In
our implementation, we set 𝑟 = 100 for large-scale RDW. Another parameter that can be artificially changed is the scale factor
𝐿, defined in Equation 4. For maps that are not big enough to cover the entire front view after vertical bending, it is suggested
that using a scaled 𝐿 for vertical zooming. The mixed Bezier warping 𝐵𝑚𝑖𝑥 can be used to replace the original warping 𝐵 in
multiperspective rendering Equation 8. As shown in Figure 4, the vertical multiperspective rendering successfully solves the
occlusion problem by rendering faraway objects into the user’s HMD view on the upper half.

Geometry remapping. The major difference between our methods and other multiperspective approaches34 is that we not
only distort the view but also remap the geometry representation to support geometry-based interaction, including illumination,
collision detection, and model manipulation. Equation 9 is friendly to linear interpolation and smoothness. However, the real
divisor decomposition of such a polynomial may not exist. For approximate inverse mapping of a virtual point 𝑌 , we calculate

𝐵−1(𝑌 ) = argmin
𝑋

||𝐵𝑚𝑖𝑥(𝑋) − 𝑌 ||2, (10)
where we try to solve the least-square problem using gradient descent to find the inverse point 𝑋 ∈ ℝ3. In the stage of initial-
ization, we can either use 𝑋 = 𝑌 , or the closest Bezier anchor. In our experience, both of them work as expected. With the
momentum optimization, their results converge after 300 iterations. The computation of Equation 10 is CPU-intensive, work-
ing for tasks with discrete point searching, such as collision detection. For tasks with massive requests, it is recommended to
implement Equation 9 in the GPU pipeline and store original positions in a render buffer for fast looking up.

The normal vector 𝑛 of a given vertex 𝑋 can be calculated using the original normal 𝑛0 and a small shift Δ𝑥 by,
𝑛 = 𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒(𝐵𝑚𝑖𝑥(𝑋 + Δ𝑥 ∗ 𝑛0) − 𝐵𝑚𝑖𝑥(𝑋)), (11)

3.4 Camera manipulation gains
The calculation of manipulation gains is defined in the objective metrics. The main purpose of our approach is to visually bend
the virtual space that the user can see and redirect the user to a virtual path. In general, when a user walks from position 𝑋𝑡
to 𝑋𝑡+1, conventional RDW approaches to convert the real translation 𝑇𝑟 to virtual translation 𝑇𝑣 so that 𝑋𝑡+1 is shifted to a
virtual place 𝑋′

𝑡+1, as shown in Figure 2a. A similar manipulation is applied to the rotation components. Rotation matrices are
not addable and should be decomposed to the addable form of yaw-pitch-roll angles, written as 𝑌𝑡+1. In our approach, to relieve
the cybersickness caused by locomotion, we define the pose transformation of a new frame,
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⎧

⎪

⎨

⎪

⎩

𝑌 ′
𝑡+1 = 𝑌𝑡+1 = 𝑌𝑡 +𝑹𝒓

𝑋′
𝑡+1 = 𝑋𝑡 + |𝑻𝒓| ⋅ 𝒗𝒕

𝒗𝒕 =
(𝑋𝑡𝑎𝑟𝑔𝑒𝑡−𝑋𝑡)
|𝑋𝑡𝑎𝑟𝑔𝑒𝑡−𝑋𝑡|

(12)

where 𝒗𝒕 denotes the direction to the steering target 𝑋𝑡𝑎𝑟𝑔𝑒𝑡, which is manually updated by the user controller in our system.
The design purpose of Equation 12 is to keep the user moving in a virtual path 𝑋𝑡 → 𝑋′

𝑡+1, while physically walking along
the path 𝑋𝑡 → 𝑋𝑡+1 without too much awareness of the difference between them. We are motivated to reduce the awareness of
manipulation gains16,17,18,19,1 to reduce simulator sickness by multiperspective augmentation and pitching-up strategy.

4 EXPERIMENTS

This section expounds on detailed experiments of our framework. We present experimental evaluations on RDW tests, including
basic motion analysis and long-distance walking. Because no dynamic warping approaches in RDW have been found recently15,
we can only compare our result with conventional RDW and static mapping approaches. Both numerical analysis and visual
comparison are given in detail. All experiments are deployed on a personal workstation with 6 cores 3.2 GHz processors, 32 GB
RAM, and a NVIDIA GeForce RTX 2080Ti GPU. In the real walking test, we use the basic HTC VIVE room-scale set with 2
laser trackers to support legacy devices. In our latest implementation, we also use the HTC Cosmos with the wireless adapter.
The rendering application is inherited from the official SteamVR example with C++, OpenGL shaders, and OpenVR toolkits.
All HMD screenshots are taken from the companion window, which copies the HMD buffer directly.

Table 1 Dataset for walking experiments

Metrics Town Apartment Campus Station Snowy Chessboard
Size (m) 360 × 420 240 × 200 686 × 499 1080 × 959 280 × 285 100 × 100
Triangles 13.2M 4.7M 1.0M 4.3M 3.4M 20k

Bird view

HMD view

Participants. We conducted user studies to evaluate our DREAM method. We enrolled 43 participants, 29 males and 14
females, whose ages were between 21 and 59 (𝜌𝑎𝑔𝑒 = 30.58 ± 9.53). Most of them were college students and staff. They com-
municated well without trouble understanding the game. Few of them were familiar with VR applications, while others had no
such experience. Before testing, participants were given tutorial materials about comparable methods, including introductions,
algorithms, rendering samples, demo videos, and implementation details. Participants were invited to play VR games for at least
20 minutes. Most of them were immersed for more than 30 minutes and walked more than 100 meters.

Dataset. In Table 1 we show our self-collected large-scale urban scenes. Detailed size, meshes, scene bird views, and HMD
screenshots are presented. These real scenes are reconstructed using oblique photography and structure from motion techniques.
Although the texture resolution and point cloud accuracy of photogrammetric data are limited by the flight height (120m on
average) of the unmanned aerial vehicle(UAV), it can provide more detail and diversity than manually created simple 3D ge-
ometries. We propose our photogrammetric dataset to test performance bottlenecks of existing large-scale RDW algorithms.
However, we also provide a lightweight chessboard virtual scene with fewer triangles for low-performance algorithms.

Subjective metrics. We use the subjective metrics mentioned in36 to evaluate user involvement in RDW applications. For
subjective features, we ask participants to grade them according to the acceptance of a certain category from 1 to 10. We compare
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Table 2 Scoring standard for the user study

Metrics Score
1∼3

Score
4∼6

Score
7∼9

Score
10

Rendering Completely unacceptable Acceptable Less than perfect, visible
defects

Exactly the same as real
scenes

Locomotion Fails to provide a smooth
walking experience

Hard to finish walking Moderately different from
the expectation

Fluid walking experience

Performance Severe lagging or long
waiting

Lagging (fps ≥ 30) Perceptible frame drop (fps
≥ 60)

Fluid (fps ≥ 90)

Immersible
Scene Size

Small Medium Large Extremely Large

Learnability Hard to learn Learnable after training Easy to learn from a tutorial Pick-up-and-play
Interesting Boring Playable Very Interesting Can’t stop playing

the average scoring and standard deviation of conventional locomotion approaches, including the Giant2, Telewalk6, and SAM8
to the proposed DREAM method, denoted as 𝜌𝐺, 𝜌𝑇 , 𝜌𝑆 , 𝜌𝑜𝑢𝑟𝑠 accordingly. The detailed scoring standard is shown in Table 2.
After each test, users were asked to fill out the SSQ33, which contains 16 symptoms with a 4-point scale(0,1,2,3) for all items.

Objective metrics. In comparison with conventional large-scale RDW methods, we evaluate four types of manipulation gains:
the translation gain 𝑔𝑇 = |𝑇𝑣𝑖𝑟𝑡𝑢𝑎𝑙|

|𝑇𝑟𝑒𝑎𝑙|
, the rotation gain 𝑔𝑅 = |𝑅𝑣𝑖𝑟𝑡𝑢𝑎𝑙|

|𝑅𝑟𝑒𝑎𝑙|
, the curvature gain 𝑔𝐶 = 1

𝑟𝑟𝑒𝑎𝑙
and the bending gain 𝑔𝐵 = 𝑟𝑣𝑖𝑟𝑡𝑢𝑎𝑙

𝑟𝑟𝑒𝑎𝑙
,

where 𝑇𝑣𝑖𝑟𝑡𝑢𝑎𝑙 and 𝑇𝑟𝑒𝑎𝑙 are the virtual and real translation; 𝑅𝑣𝑖𝑟𝑡𝑢𝑎𝑙 and 𝑅𝑟𝑒𝑎𝑙 are the virtual and real rotation; 𝑟𝑟𝑒𝑎𝑙 and 𝑟𝑣𝑖𝑟𝑡𝑢𝑎𝑙
are the radii of curvature of the bent real and virtual path. When the user walks freely, curvature gains and bending gains are
measured separately, depending on whether the walking route is straight enough.

To determine the quality and performance of the mappings, we adopt two objective metrics, the mapping speed, and fidelity
rate. For the mapping speed, because the map size varies from scene to scene, we evaluate the average number of processed
triangles per second. In terms of fidelity, we quantitatively measure the distortion, denoted as 𝛿 = 𝑟

𝑟𝑑
, where 𝑟 is the circumcircle

radius of the original triangle and 𝑟𝑑 is the circumcircle radius of the distorted triangle. The average and standard deviation of
the distortion rate are denoted as 𝛿𝑎𝑣𝑔 and 𝛿𝑠𝑡𝑑 .

4.1 Subjective experiments
4.1.1 User Experience Study.
We conducted the user experience study to evaluate the presence score defined in Table 2, by providing a survey with single-item
questions scoring different locomotion approaches. Before and after each test, users were asked to fill out the SSQ.

Rendering quality. The difference between rendering quality varies slightly (𝜌𝐺 = 7.0 ± 1.98, 𝜌𝑇 = 7.33 ± 1.2, 𝜌𝑆 =
6.67±1.61, 𝜌𝑜𝑢𝑟𝑠 = 7.54±1.5). Participants blame the SAM for the wall blocking and prefer open field renderings. Our approach
benefits from the multiperspective rendering and impresses participants with extraordinary user experience.

Locomotion. In terms of locomotion experience (𝜌𝐺 = 5.71 ± 1.97, 𝜌𝑇 = 5.29 ± 1.9, 𝜌𝑆 = 6.83 ± 1.74, 𝜌𝑜𝑢𝑟𝑠 = 7.79 ± 1.28),
participants consider the flexibility more than walking distance. On this point, the mono-directional strategy in Telewalk and
pathway restriction in SAM does not perform well. While our movement control is flexible.

Performance. It turns out that performance is not a critical issue for users unfamiliar to the VR applications (𝜌𝐺 = 7.67 ±
1.37, 𝜌𝑇 = 7.38 ± 1.53, 𝜌𝑆 = 5.88 ± 1.65, 𝜌𝑜𝑢𝑟𝑠 = 8.21 ± 1.14). The SAM is exceptional, with a pre-processing delay and
overlapping removal cost. Our space warping is GPU-intensive, in which shader programs execute heavy computational tasks
parallelly. The rendering cost of our system is 3ms/frame, and the capped frame rate is 90fps.

Virtual scene size. Users prefer large maps with rich diversity (𝜌𝐺 = 5.92 ± 2.0, 𝜌𝑇 = 5.58 ± 1.41, 𝜌𝑆 = 6.17 ± 1.76, 𝜌𝑜𝑢𝑟𝑠 =
8.38 ± 1.21). As an open-world implementation, our approach performs the best. Virtual scenes in SAM and Telewalk are not
fully walkable because they have restrictions in the walking route or suffer from self-overlapping.

Learnability Users can hardly learn the perfect circular walking restricted by Telewalk but can quickly learn the Giant
walking. They show different confidence in learning lateral, backward steps and our free walking with steering targets (𝜌𝐺 =
8.13 ± 1.51, 𝜌𝑇 = 5.17 ± 2.01, 𝜌𝑆 = 5.33 ± 2.41, 𝜌𝑜𝑢𝑟𝑠 = 6.67 ± 1.79).
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Figure 5 Scoring boxplots of user experience study results.

Interesting. The result of this category varies differently (𝜌𝐺 = 7.0 ± 1.97, 𝜌𝑇 = 5.5 ± 2.06, 𝜌𝑆 = 6.33 ± 2.06, 𝜌𝑜𝑢𝑟𝑠7.75 =
±1.62). It means that users have different preferences related to the content instead of implementation details.

SSQ analysis. We followed33 and measured the mean and standard deviation of SSQ scores (𝑀𝐺 = 9.04 ± 4.49,𝑀𝑇 =
30.29 ± 9.10,𝑀𝑆 = 17.06 ± 8.76,𝑀𝑜𝑢𝑟𝑠 = 4.17 ± 2.39). The results indicate different simulator sickness levels for the Giant
(low), Telewalk (severe), SAM (moderate), and our method (low). It turned out that translation gains mainly caused the simulator
sickness of the Giant. For Telewalk, rotation gains caused severe disorientation. SAM works for narrow scenes with block walls.
However, in large-scale open scenes, it brings oculomotor symptoms because of the over-distortion and high overlapping. Our
method performed stably in terms of low-level simulator sickness.

Data analysis. According to the overall scoring concerning all categories in Figure 5, our method has the highest average
score and lowest standard deviation(𝜌𝐺 = 6.90 ± 1.98, 𝜌𝑇 = 6.04 ± 1.93, 𝜌𝑆 = 6.2 ± 1.92, 𝜌𝑜𝑢𝑟𝑠 = 7.72 ± 1.52). We further
analyzed the data by including the Friedman test, which showed the difference between our approach and others. The average
scoring data shown in Figure 5 was converted into a matrix with 6 columns(scoring criteria) and 4 rows(methods). From average
ranks, we calculated the statistic value 𝑄 = 9.936. Since the degree of freedom was small, and its chi-square distribution
approximation was poor, we obtained the p-value and upper critical threshold from the Friedman test table. The upper critical
value 𝐹0.05[4, 6] = 7.6, and the p-value(𝑝 < 0.05) was significant. We followed the rules to include the Nemenyi test for post-
hoc comparison. The critical distance for average ranking is 𝐶𝐷0.05 = 1.915 of condition (𝑞𝛼=0.05[4] = 2.569). It showed that
the performance of compared methods was significantly different. Our method surpasses others in terms of all scoring factors
except for learnability. Our method generally increased the rendering performance and brought a fluid walking experience.

We found that women experienced the same level of simulator sickness compared to men while immersed in the large-scale
open scene. However, the attention to gaming factors varied according to gender. Female users were more concerned about the
visualization, including the texture resolution, artifacts, and color schema. While male users pay more attention to game tasks,
including the interactivity of the user interface, the smoothness of walking, and the fun of shooting.

4.1.2 Ablation Study.
In order to study the effectiveness of vertical multiperspectivity and pitching-up strategy in reducing simulation sickness and
visual augmentation, we design an ablation study to determine the threshold of the ideal pitching-up angle. The result is shown
in Table 3. In this test, we invited 20 hardcore users to play our shooting game with 100 targets randomly deployed all over the
virtual world. Before and after each test, users were asked to fill out the SSQ to observe whether sickness scoring rises. In each
test, we bend the visual scene up with a certain angle to trick the user into looking up.

A Friedman test on the user representation results for each pitching angle showed a significant effect of the pitching-up
strategy. The representation data in Table 3 shows a matrix with 5 columns (representation factors) and 6 rows (pitching angles).
By calculating the ranks, we found the statistic value 𝑄 = 17.686. Since its degree of freedom is small and the approximation
to chi-square distribution is poor, we obtain the p-value from the Friedman test table. It showed that 𝑄 was much larger than the
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Table 3 Ablation study on the pitching-up test with different pitching angles 𝜃. We provide a shooting game where users are
asked to finish a task with 100 aerial targets to destroy. We measure changes in representation factors for each test.

𝜃 Awareness
of gains ↓

SSQ
Score ↓

Task
completion ↑

Walking
distance ↑

Game
duration ↑

0◦ 100% 15.2 26.5% 23.1m 5.5min
15◦ 60% 11.4 45.1% 45.8m 12.1min
30◦ 65% 5.23 55.1% 127.1m 41.5min
45◦ 35% 4.13 82.2% 156.9m 48.2min
60◦ 15% 4.02 78.3% 69.2m 35.3min
75◦ 10% 4.67 79.9% 34.1m 37.1min

upper critical value 𝐹0.05[6, 5] = 10.49, and the p-value (𝑝 < 0.05) was significant. We detected the different representations for
different pitching angle test. We further employed the Nemenyi test for post-hoc comparison, with critical distance𝐶𝐷0.05 = 3.37
(𝑞𝛼=0.05[6] = 2.85) and 𝐶𝐷0.1 = 3.0 (𝑞𝛼=0.1[6] = 2.589). The post-hot test showed performance differences between two
pitching angle tests if their average performance rank is greater than the 𝐶𝐷. In this case, according to the average ranks, users
in groups with pitching-up angles (𝑟15◦ = 4.6, 𝑟30◦ = 3.4, 𝑟45◦ = 1.6, 𝑟60◦ = 2.6, 𝑟75◦ = 2.8) performed differently than those in
groups without pitching angles (𝑟0◦ = 6) with better ranks. Users in groups with pitching-up angles greater than 30◦ performed
similarly without significant statistical difference.

The ablation study showed that the pitching-up strategy successfully relieved the simulator sickness caused by camera
manipulations by hiding close objects and their optic flow beyond the user’s view window. On the other hand, the vertical mul-
tiperspective rendering kept most game factors in the user view, including structured patterns, shooting targets, and direction
cues. Users quickly got used to our game design of changing the terrain appearance for occlusion exploration and visual aug-
mentation without additional training. They have no difficulty in shooting discovered targets and walking around. However, the
pitching-up angle should be smaller than 75◦for best practice. While walking with a pitching angle smaller than 15◦, most users
can obviously notice the translation and curvature manipulations reflected in closer objects. According to the research in37, op-
tical patterns can provide a sense of self-motion, and the sensory mismatch between the visual and bodily motion is the main
cause of simulator sickness. Our test results showed that users in the large pitching angle group reported low sensitivity to the
manipulation gains because they did not see much optic flow in the first place. Besides, users in those groups immersed better in
terms of walking distance, game duration, and task completion. As a result, we suggest that the pitching up angle for the vertical
multiperspective system be set to 45◦for best practice.

In general, the test results show that the pitching-up strategy can successfully reduce simulator sickness caused by the
sensitivity of optic flow change of manipulation gains, and visual cues and scene appearance can still be observed well.

4.2 Quantitative experiments
4.2.1 Mapping evaluations
We compare our method with mainstream static mapping approaches, Sun’s method7 and the SAM8. They statically map the
large-scale virtual space to the narrow physical space in the pre-processing. We do not compare our work to9 because it is a multi-
user application with the same warping as SAM. The detailed result is shown in Table 4. Although optimized by multithreading,
Sun’s method spent 14 hours to warp the large-scale open scene, and SAM spent 76 minutes. Regarding visual fidelity, the
distortion rate of them varies from triangle to triangle, depending on the viewpoint. Static mapping approaches have a higher
self-overlapping rate, bringing in additional costs for depth detection and occlusion removal. As shown in Table 4, the visual
fidelity of static mapping on large-scale uneven open surfaces is poor. On the other hand, our method can leverage the GPU
pipeline and finish the scene warping within 3 milliseconds. The multiperspective fusion guaranteed the rendering smoothness
in all directions. In our system, the dynamic warping was user-oriented, and no overlapping occurred.
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Table 4 Comparison between static mapping and ours on warping large-scale uneven open scenes.
Methods Acceleration Speed Overlapping 𝛿𝑎𝑣𝑔 𝛿𝑠𝑡𝑑 Street View Bird View

Sun’s 7 CPU 2.68×102/s 99.97% 1.714 7.781

SAM 8 CPU 2.40×103/s 69.86% 0.708 0.429

Ours GPU 1.57×109/s 0.00% 0.636 0.310

(a) Giant (b) Telewalk (c) Ours

Figure 6 Comparison between different large-scale RDW approaches. (a) the Giant2; (b)Telewalk6; (c) our method. Top row:
HMD view. Middle row: top view of the play area. Bottom row: top view of the virtual scene.

4.2.2 Redirected Walking
We compare our method with large-scale RDW approaches, as shown in Figure 6 and Table 5. The Giant2 increases the avatar
size for a bird-view VR experience. For large-scale scenes, the proposed ground level scaling of Giant increased to 30 and eye
level scaling becomes 10. As shown in Table 5, the translation gains of Giant is larger than expected. Telewalk6 uses the S2O4
algorithm that enables infinite walking by mapping the virtual path to a physical orbit. However, Telewalk only allows one-way
walking on the pre-defined virtual path without turning and lateral walking. It is hard for common users to maintain their walking
path in a perfect circle. Manipulation gains of Telewalk are larger than the detection thresholds mentioned in16. In contrast,
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Table 5 Comparison of manipulation gains in large-scale RDW.

Methods 𝑔𝑇 𝑔𝑅 𝑔𝐶 𝑔𝐵

Giant 2 300 ± 0.00 1.00 ± 0.00 0.00 ± 0.00 1.00 ± 0.00

Telewalk 6 1.17 ± 4.34 1.73 ± 27.67 3.97 ± 17.20 0.13 ± 2.99
Ours 1.00 ± 0.03 1.00 ± 0.01 0.21 ± 0.63 1.01 ± 0.68

our method allows walking on all directions and applies distorted multiperspectivity for visual deception. With target focusing,
users can change their paths. Our average translation and rotation gains are close to 1, in the range of detection thresholds. Our
translation and rotation gains are not exactly 1 because of the pose error brought by sensors. As a result, the user’s sense of
discomfort is relieved in our system. Infinite walking approaches using special eye detectors3 are beyond our consideration. We
do not conduct long-distance walking experiments for static mapping approaches because they have no manipulation gains.

For the RDW task, all users successfully walked for at least 50 meters and 10 minutes. The longest walking was finished
in 20.5 minutes, in which the user walked 642.2 meters and shoot down all targets. As for the shooting task, the average and
standard deviation of orbs used to hit a balloon target was 11.05 ± 10.6. The average and deviation of balloons shot in a game
is 64.53 ± 27.6. For all tests, no simulator sickness were reported.

(a) Steering Target (b) Shooting (c) Terrain Change

Figure 7 The DREAM world game design. (a) Selecting the steering target by the left controller. (b) Shooting orbs isomg the
right controller rendered as a minigun. (c) Changing the terrain appearance by bending Bezier curves.

4.2.3 Application
We design the DREAM world game with two tasks to verify our system.

The first task is long-distance walking. As shown in the teaser Figure 1 and Figure 7b, users are asked to walk in a virtual
open scene. They can walk freely with their own targets. To avoid unexpected collision with the physical boundary in the play
area, we render a teal circle in the air for notification. At the beginning of the game, all Bezier curves for multiperspectivity are
set straight forward. As shown in Figure 7c, users can adjust them according to their preferences using the left controller. The
steering target is initially positioned a few meters away on the ground and is rendered as an orange orb. A green arrow pointing
to the steering target is rendered for direction indication. The user can use the left controller to adjust the steering target. This
design aims to verify that our system can relieve cumulative simulator sickness in large-scale RDW.

The second task is the balloons shooting, as shown in Figure 7b. In the game, the right controller is rendered as a minigun,
continuously shooting bouncing orbs. Since we have dynamically remapped the virtual coordinates, we can extract the position
and normal vectors of every triangle in real-time. The user can play with the gun by watching the orbs bounce in the virtual
scene. We randomly place 100 balloons in the air for shooting. The bullets in the game are designed as small orbs which can be
elastically collided. This design aims to verify the correctness of coordinates transformation and inverse transformation.
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5 GENERAL DISCUSSION

Our subjective experiments revealed that the smoothness of rendering and playable scene size is important. The locomotion ex-
perience and learnability vary from person to person, depending on the tolerance to motion sickness and educational background.
Our method performs better than compared algorithms according to the statistical report. From the objective experiments, we
learn that the vertical multiperspective fusion successfully reduces the user’s awareness of manipulation gains and makes them
relaxed by focusing on main tasks. Moreover, our results show that the translation and curvature gains are less imported com-
pared with the rotations when looking up. In our scenario, the multiperspective augmentation of terrain appearance plays an
essential role in providing visual cues so as to relieve symptoms of disorientation. The ablation study in Table 3 shows that the
ideal pitching-up angle is between 45◦and 60◦.

The application experiments have proved that users can be immersed in our game and learn how to play the shooting game
while walking. This shows that our method can effectively solve the simulator sickness and view occlusion problems of RDW.
It makes the RDW in large-scale open scenes possible, which is a well-known difficult problem in the RDW field.

The major difference between our design and other approaches is that we modify the user view and meanwhile change the
coordinates system. Without changing the geometric topology of the large-scale virtual scene, we can calculate the multiperspec-
tive transformation and inverse transformation in real-time. This allows game factors such as elastic collision and illumination
to be implemented in the warped scene. The innovation of our approach is replacing the traditional pinhole camera model with
the Bezier-curve-based dynamic coordinates remapping.

However, our warping method can also cause textural artifacts and visual defects. This is mainly due to the over-distortion of
large triangles. Our experiments show that increasing the density and resolution of the model can alleviate this problem.

6 CONCLUSIONS

In this paper, we have presented a dynamic remapping and multiperspectivity method for RDW applications. We show that
our method can enhance the performance of space warping and effectively relieve the simulator sickness. Comprehensive
experiments demonstrate the usefulness of our method in RDW in large-scale open scenes.

The proposed system has limitations. It works for large-scale virtual scenes but can hardly handle indoor situations. In our
datasets, due to the flight height of oblique photography, the rendering quality of the ground-level objects needs improvement.
This issue can be resolved by using more high-quality aerial images for 3D model reconstruction.

We use dynamic remapping to solve simulator sickness and occlusion problems in RDW. However, we will improve our
manipulation algorithm in our future work by using advanced control algorithms to achieve better walking performance.
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