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Roberto Prado-Rodŕıguez1, Patricia González1, Julio R. Banga2, and Ramón Doallo1

1Universidade da Coruna
2Fundacion General CSIC

June 1, 2023

Abstract

Binary combinatorial optimization plays a crucial role in various scientific and engineering fields. While deterministic approaches

have traditionally been used to solve these problems, stochastic methods, particularly metaheuristics, have gained popularity

in recent years for efficiently handling large problem instances. Ant Colony Optimization (ACO) is among the most successful

metaheuristics and is frequently employed in non-binary combinatorial problems due to its adaptability. Although for binary

combinatorial problems ACO can suffer from issues such as rapid convergence to local minima, its eminently parallel structure

means that it can be exploited to solve large and complex problems also in this field. In order to provide a versatile ACO im-

plementation that achieves competitive results across a wide array of binary combinatorial optimization problems, we introduce

a parallel multicolony strategy with an improved cooperation scheme to maintain search diversity. We evaluate our proposal

(Binary Parallel Cooperative ACO, BiPCACO) using a comprehensive benchmark framework, showcasing its performance and,

most importantly, its flexibility as a successful all-purpose solver for binary combinatorial problems.
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1. Introduction

To optimize means to find the best solution among several conflicting de-
mands subject to predefined requirements. The key elements of these prob-
lems are the decision variables, the objective function, and the constraints
that must be met. Of the whole space solution, those that satisfy the con-
straints form the set of feasible solutions. If the set of solutions is finite,
problems belongs to combinatorial optimization. Specifically, if the decision
variables are boolean, we will refer to them as binary combinatorial problems.

Binary combinatorial optimization problems appear in numerous applica-
tion areas, such as feature selection [1], dimensionality reduction [2, 3], unit
commitment [4, 5], manufacturing [6], computational biology [7, 8, 9, 10, 11,
12], and medicine [13, 14] among many others. The quadratic binary opti-
mization problem (QUBO) is a versatile subclass with diverse applications in
areas from operations research and finance to physics, quantum computing
and engineering design [15].

Although in general these problems are NP-hard, a number of deter-
ministic approaches have been developed for their resolution [16]. Among
the advantages of these techniques are their theoretical properties and exact
nature for small and medium size problems. However, their disadvantages
quickly arise when the dimension of the problems increases, generally re-
quiring excessive execution times and, in many cases, prohibitive memory
requirements. Therefore, other stochastic methods, and especially meta-
heuristics, have gained popularity in recent years [17, 18, 19]. Examples of
recent papers exploting metaheuristics to solve problems from the classes
listed above include [20], [21], [22] and [23] for feature selection, [24] for di-
mensionality reduction, [25] for unit commitment, [26] for manufacturing cell
formation, or [27] for cell signaling networks.

There are many different metaheuristics used for general combinatorial
optimization problems [28, 29, 25, 24, 30, 31]. One of the most popular is
Ant Colony Optimization (ACO) [32]. It is inspired by the social behavior of
ant colonies, specifically in the deposition of pheromones along the explored
paths during the search for food sources. ACO has been found to be robust
and easily tailored to a wide range of optimization problems, and it has been
applied to a number of binary combinatorial instances [33, 34, 35, 36].

The basic ACO is a general-purpose algorithm, easy to understand and
implement. ACO achieves good results in unimodal problems, that is, those
defined by the fact that all solutions are guided towards the same optimal
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result without local minima. However, when tackling problems in which
local minima abound, its convergence quickly suffers, easily stagnating in
one of the local solutions. This fact has driven most recent proposals in the
literature to highly adapted solutions to the problem at hand, and therefore,
loosing its all-purpose feature.

In this work we present an extension of ACO to handle challenging bi-
nary combinatorial problems. Our main objective has been to improve its
performance, especially for large and difficult instances, without losing its
features as a general solver that can be applied to a wide range of problems.
To achieve this goal, the improvement of the cooperative scheme in a paral-
lel multicolony implementation previously proposed by the authors [37] have
been explored.

The structure of the paper is as follows. Section 2 presents the related
work. Section 3 describes the proposed ACO algorithm adapted to handle
binary combinatorial problems. In Section 4 the cooperative parallel scheme
proposed is explained. In section 5, we present the experiments carried out
and discuss the results. Finally, in Section 6 we summarize the conclusions
from this study.

2. Related Work

The parallelization of the ACO has been studied before in a number of pre-
vious works illustrating the use different paradigms, programming languages
and parallel infrastructures [38, 39, 40, 41, 42]. A taxonomy of the different
parallel models can be found in [43]. In this paper we adopt a multicolony
model, where several colonies explore the search space isolately but including
cooperation steps where information is exchanged among them. Other au-
thors have previously explored this model for the parallelization of the ACO
algorithm [44, 45, 46, 37]. All of these works confirm that a compromise be-
tween exploration within each colony and cooperation through information
exchange is required to achieve accurate results and good performance.

We have extensive experience in the parallelization of different meta-
heuristics using different strategies [47, 48, 49, 50, 51, 52, 53, 54]. Based
on this previous experience, we have proposed in [27] a parallel ACO algo-
rithm adapted to a particular binary combinatorial problem, the signaling
of cellular networks. The most notable features of the proposed algorithm
were decentralization, since a coordination process is not needed to organize
and control the algorithm, and the use of an asynchronous communication
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protocol between processes. However, while that proposal initially proved
efficient for the specific problem at hand, it encountered convergence issues
when extended to a wider range of problems. Therefore, one of the objectives
of the work presented in this paper is to improve the efficiency of the par-
allel multi-colony algorithm through a self-tuned smart cooperation between
colonies.

3. Ant Colony Optimization for Binary Combinatorial Problems

The ACO algorithm is based on the observation of the behavior of real
ants. In nature, ants follow the trail of pheromones left by the others when
looking for food sources. In this algorithm, the artificial ants in a colony
build the solutions in each iteration and deposit pheromones in a matrix
that guides them through subsequent iterations [55, 56].

Figure 1 shows a simple scheme of ACO. A basic ACO has three main pro-
cedures: ConstructAntsSolutions, UpdatePheromones, and DaemonActions.
ConstructAntsSolutions manages a colony of artificial ants that incremen-
tally build solutions to the optimization problem by means of stochastic lo-
cal decisions based on pheromone trails and heuristic information. Then, the
UpdatePheromones procedure modifies the pheromone trails based both on
the evaluation of the new solutions and on a pheromone evaporation mech-
anism. Finally, a DaemonActions procedure performs problem specific or
centralized actions, which cannot be performed by single ants.

ACO is often used for problems that can be reduced to finding routes in
graphs, such as the Traveling Salesman Problem (TSP) [57]. This problem
is based on discovering the best route for a traveller who has to visit many
cities. In a classical TSP problem, the objective is to visit all the cities and
return to the origin covering the shortest possible distance. When it comes
to binary combinatorial problems, this can be reduced to finding the optimal
path that goes from one node to another by choosing between two possible
paths: 0 or 1 (see Figure 2). Pheromones will be deposited on paths 0 or 1
in each of the N steps. Ants in the subsequent iterations will be influenced
by the previously deposited pheromones.

To decide the new path, each artificial ant applies the following proba-
bilistic transition rule, that depends on pheromone values:

pij =
τij

τi0 + τi1
(1)
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Figure 1: Basic scheme of the ACO algorithm

Figure 2: In a binary combinatorial problem, ants choose path 0 or path 1 at each step.
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where, τij represents the desirability of using the path j to cross edge i
given by the pheromone trails, that is, whether to follow path 0 (τi0) or path
1 (τi1).

After the construction of a new solution by each ant, the pheromone trails
are updated, increasing their values when ants deposit pheromone on promis-
ing paths to guide other ants in constructing new solutions, or decreasing
their values due to pheromone evaporation. An evaporation process avoid
unlimited accumulation of pheromone trails and also to allow bad choices
to be forgotten, preventing the algorithm from premature convergence to
suboptimal regions and from getting stuck in a local optimum. The evapo-
ration procedure is implemented by decreasing τ by a constant rate ρ (the
pheromone evaporation rate):

τij ← (1− ρ)τij (2)

Then, ants deposit pheromone on the paths they have crossed in their
construction:

τij ← τij +∆(τij) (3)

As shown in the transition rule (Equation 1), the possibility for an ant to
cross a path increases with the pheromone trail. Therefore, it is in this step
where most of the variants of the ACO algorithm differ. In this work, the
MAX−MIN Ant System (MMAS) variant [58] has been used. This variant
strongly exploits the best paths found, since only the iteration-best ant, that
is, the ant that constructed the best solution in the current iteration, or the
best-so-far ant, that is, the ant that constructed the best solution so far,
deposits pheromones in each iteration:

∆(τij)
best =

{
1/f(Sbest), if path j for edge i belongs to Sbest

0, otherwise
(4)

where f(Sbest) is the function score of the solution Sbest found by the iteration-
best ant or the best-so-far ant.

In most general implementations of the MMAS algorithm, the use of
iteration-best solution and the best-so-far solution alternates. The choice of
the relative frequency with which the two pheromone update rules are applied
has an impact in the search: when pheromone updates are always performed
by the best-so-far ant, the search focuses very quickly around the best-so-far
solution, whereas when the iteration-best ant updates pheromones the search
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is less directed. Experimental results indicate that for small problems it may
be better to use only iteration-best pheromone updates, while for large ones
the best performance is obtained by giving an increasingly stronger emphasis
to the best-so-far solution. This can be achieved by gradually increasing the
frequency with which the best-so-far ant updates the pheromone trails. For
more details on the particular implementation took as a basis in this work,
the reader is referred to [27].

In ACO, when the algorithm gets stagnated, i.e. after a certain number
of iterations without improving the best solution, a restart is executed. In
addition to re-initialising the pheromone matrix, the fitness of the best-so-far
ant is assigned the worst possible score. This ensures that in the next step,
in all probability, the best-so-far ant is replaced by the best-iteration ant. As
the pheromone matrix is reset and all the paths have the same probability
to be chosen, the best-iteration ant is completely random, thus achieving
a complete restart. Each time a restart is done, new paths are explored,
avoiding repeating deficient solutions.

As mentioned before, ACO offers good results for solving unimodal prob-
lems. However, when it comes to solving difficult problems, especially those
with many local minima, the ACO tends to get stuck easily. To avoid prema-
ture convergence to local minima and, thus, the stagnation of metaheuristics,
previous studies indicate the need of increasing the diversity in the search.
A good way to achieve this is the use of parallel strategies. This is especially
effective if it is accomplished using a parallel infrastructure, which will speed
up the execution time. The following section describes the solution used in
this work and the enhancement introduced in the cooperation strategy to
improve its performance.

4. Parallel ACO

The fact that the ConstructAntsSolutions procedure consists of tasks that
can be performed independently by each ant, facilitates the implementation
of parallel ACO approaches. These parallel proposals are especially appeal-
ing for solving problems with a large computational cost, since they may
lead to shorten the execution time significantly. However, the ACO parallel
proposals can not only shorten the execution time by performing tasks in
parallel, but could also modify the systemic properties of the algorithm and
enhance its convergence.
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Different parallel strategies can be applied to metaheuristics in general [59],
and ACO in particular [37]. Most of them can be classified into fine-grained
and coarse-grained strategies. A fined-grained parallelization attempts to
find parallelism in the sequential algorithm. In the case of the ACO meta-
heuristic, finding the parallelism in the sequential algorithm is straightfor-
ward, since most of the time-consuming operations are placed in loops that
can be performed in parallel within the ConstructAntsSolutions procedure.
However, in fined-grained approaches the parallel algorithm maintains the
sequential behavior in terms of convergence.

A different solution is a coarse-grained approach, which involves looking
for a parallel variant of the sequential algorithm. The most popular coarse-
grained solution consists of implementing an island-based model. In these
models, different distributed colonies exist where the original algorithm is
executed in isolation and, from time to time, these colonies exchange infor-
mation that allow them update their results with the information received
from the rest. This parallel implementation is usually known as multicolony
model. A schematic representation can be seen in Figure 3.

Multicolony approaches aim to take advantage of distributed resources
to extend the search for solutions. The most trivial multicolony solution
consists of a parallel search on multiple non-cooperating colonies. Although
this solution was found to yield good results, results ususally stand out for
approaches that include colony cooperation.

The cooperative approach proposed in this work is based on the model
proposed in [37], adapted to a binary combinatorial problem in [27]. In order
to improve the efficiency of the algorithm in common multimodal problems,
we propose an improvement of the cooperative strategy.

4.1. Cooperative scheme

When designing a parallel multicolony ACO approach, some key issues
must be addressed, such as what information is exchanged between colonies,
which of them are involved in the communication process, when and how
this process is carried out, and how the information received in each colony
is used. In this work, the multicolony approach proposed in [37] have been
followed. The exchange of information between colonies is driven by the
quality of the solutions, that is, when a colony finds a promising solution,
it broadcasts it to other colonies. For this, an asynchronous communication
protocol is used, thus avoiding some colonies remaining inoperative while
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Figure 3: Scheme of a multiconolony implementation

waiting for information from other colonies. In the cooperative scheme pro-
posed in [37], when a promising new solution arrives at a colony and improves
the best-solution-so-far, the latter is always replaced by the former. However,
although that scheme performs well for some problems, it may not be effec-
tive in many cases. Foremost, the goal of the parallel cooperative schemes is
that promissing colonies help those that are stuck in local minima. But in
practice, the opposite outcome often occurs: a colony that receives a better
solution is diverted from its own search. All colonies converge to the same
local solution, reinforcing the same path, and eventually getting stuck at the
same local minimum. In short, a full cooperation strategy can often lead to
the loss of the diversity that the multicolony parallel strategy claims for.

In this work an efficient selective cooperative scheme is presented. The
proposal maintains the all-purpose property and the key features of the for-
mer, namely: a cooperation driven by the quality of the solutions and a
completely asynchronous implementation. When a colony obtains a promis-
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ing solution, this solution is spread to the rest and all processes receive
the promising solutions. However, to avoid the problem mentioned, only
a few processes introduce these solutions into their colony, modifying the
pheromone matrix. To determine if a solution that has just arrived in a
process should be included in the colony, two aspects are taken into account.

First, although all the colonies cooperate by spreading their promising
solutions, some colonies keep their execution outside the influence of the
rest, for which they never use the solutions received from outside the colony.
This ensures the desired diversity in the ACO progression. The number of
colonies that remain independent depends on an integer parameter called
cfreq. It could be set from cfreq = 1 (full cooperation since 1 out 1 colonies
-all of them- use the incoming solutions) to cfreq → ∞ (no-cooperation
between colonies).

Second, to further avoid the danger of premature convergence due to
early cooperation, the processes will only use the solutions received from
other colonies once they have been stalled for a certain number of iterations.
This number of iterations are defined by the cstall parameter. This ensures
that, even the processes that use the incoming solutions, introduce them in
the colony when their execution is stalled.

By introducing these two parameters, the tier of cooperation required
can be controlled. This cooperation depends on the size of the problem,
its hardness, and the resources available to address the problem at hand.
The pseudocode of the proposal, called Binary Parallel Cooperative ACO
(BiPCACO), is shown in Algorithm 1.

As a general rule, it is very complicated to know the optimal level of
cooperation for a problem before dealing with it. To address this situation,
a self-adaptive approach to automatically determine the tier of cooperation
is also proposed in this paper. To do this, the size of the problem and the
number of resources to be used are taken as a basis, and the parameters are
tuned at runtime. Note that the hardness of the problem, which also influ-
ences the level of cooperation, is impossible to determine beforehand. Let us
call cooperation-index to the ratio between the size of the problem and the
number of processes to be used. The higher this index is, the more intensive
the cooperation between the colonies should be. Ranges of this index are
established to set an upper limit to the cstall parameter. The minimum
cstall is always 0 (full cooperation). Algorithm 2 shows a pseudocode of
the proposal. At the start of the execution, cstall takes its maximum value,
according to the cooperation-index of the problem. The cooperation at the
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Algorithm 1: BiPCACO pseudocode.

// Initialize each colony and MPI environment

1 MPI Init
2 Initialize colony parameters
3 Initialize colony pheromone trails

// Prepare a reception buffer for asynchronous communications in

each colony

4 MPI IRecv(promising-solution,request)
5 while termination condition not met do

// Each colony constructs a set of new solutions isolately

6 ConstructSolutions
// When a new local best solution is found, it is spread

asynchronously to the colonies

7 if local-best-solution-so-far < global-best-solution-so-far then
8 MPI ISend(local-best-solution-so-far)

// Each colony check the reception of foreign promising

solutions

9 repeat
// MPI check asynchronous reception

10 MPI Test(request, recvflag)
11 if recvflag then

// Only some colonies include foreign solutions to their

search

12 if promising-solution < global-best-solution-so-far &&
process id%cfreq == 0 && stall iters >= cstall then

13 global-best-solution-so-far ← promising solution

// Prepare a new reception buffer for next receptions

14 MPI IRecv(promising-solution,request)

15 until (!recvflag)
// Each colony updates its pheromone matrix

16 UpdatePheromones
17 DaemonActions
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Algorithm 2: Establishing initial maximum cooperation.

1 coop-index ← problem size/NPROC
// Note that min cstall ← 0 means full cooperation.

2 min cstall ← 0
3 if coop− index > 200 then
4 max cstall ← 10% restart iters

5 else if coop− index > 150 then
6 max cstall ← 20% restart iters

7 else if coop− index > 100 then
8 max cstall ← 30% restart iters

9 else if coop− index > 50 then
10 max cstall ← 40% restart iters

11 else
12 max cstall ← 50% restart iters

13 cstall ← max cstall;

begining of the execution is, then, scarce. Thus, the algoritm pursues for
the diversity of multiple colonies. However, each time the algorithm gets
stuck and a restart is triggered, cstall is reduced by 10% of restart-iterations
size, so the algorithm increases their rely on incoming solutions after be-
ing reinitialized. If reboots continue to occur, the cstall will continue to
drop and, thus, the algorithm increases the cooperation between colonies.
When the minimum cstall is reached (0 iterations), the algorithm returns to
the maximum value. In this way, even in multimodal problems, where the
characteristics can change as the execution goes through the different search
spaces, different cooperation degrees are explored in a round-robin fashion.

5. Experimental results

In this section a series of experiments are shown to assess the value of the
strategies proposed in this work.

5.1. Testbed

All the benchmarks used to carry out the experiments reported in this
paper are obtained from the W-Model [60]. The W-Model is a tunable black-
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Table 1: W-Model parameters for benchmarks 20 to 25.

Benchmark Problem size Neutrality Epistasis Ruggedness/Deceptiveness
20 640 4 130 (81%) 10000 (78%)
21 720 4 150 (83%) 12000 (75%)
22 1000 4 200 (80%) 25000 (80%)
23 640 4 130 (81%) 0
24 720 4 150 (83%) 0
25 1000 4 200 (80%) 0

box discrete optimization benchmarking problem (BB-DOB) that uses a bit-
string representation of the data. The W-Model framework creates different
benchmarks by means of different input parameters that modulate different
features for the problems.

In [60] a set of 19 diverse benchmarks was selected as a representative
pool because they exhibit very different features, hardness and algorithm
performance. In this work, the same set of benchmarks have been used, in
order to be able to compare the results with that outstanding work. These
benchmarks are labeled as 1 to 19 in the following.

Six additional challenging benchmarks labeled as 20 to 25 have been de-
fined too. The W-model parameters used to define these challenging prob-
lems can be seen in Table 1. The reader can consult the parameters for the
original 19 benchmarks in [60].

Table 2 summarizes the features of this set of benchmarks, classified as:

• neutrality : when a search operation applied to a solution candidate
yields no change in objective value.

• epistasis : when the contribution of some decision variables to the ob-
jective value depends on the value of other decision variables.

• ruggedness : when small changes in a solution cause large changes in its
fitness.

• deceptiveness : when a move to a gradient descend leads the search away
from the global optimum.

All the experiments were performed at the Galicia Supercomputing Cen-
ter (CESGA) using the FinisTerrae-III supercomputer. Each FinisTerrae-III
node is composed of two Intel Xeon Ice Lake 8352Y CPUs running at 2.2
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Table 2: Features of the W-Model benchmarks used in this section.

Benchmark Problem size Neutrality Epistasis Ruggedness/Deceptiveness
1 20 low medium low
2 20 low medium medium
3 16 - low medium
4 48 medium medium medium
5 25 - high medium
6 32 - - high
7 128 high low -
8 128 high medium -
9 128 high low low
10 50 - high low
11 100 low medium low
12 150 medium low medium
13 128 low medium low
14 192 medium low very low
15 192 medium low low
16 192 medium low low
17 256 high high very low
18 75 - high very low
19 150 low medium very low
20 640 high high high
21 720 high high high
22 1000 high high high
23 640 high high -
24 720 high high -
25 1000 high high -

14



Table 3: BiPCACO parameters used in the experiments of this section.

Parameter Value Description
population 200 Number of solutions per iteration
evaporation rate 0.05 Percentage of pheromone reduced per iteration
restart 50,100 Iterations with no improvement that trigger a restart

50 for sequential algorithm and 100 for parallel one
cfreq 1,2 Frequency of colonies receiving solutions if stagnated.

Here we try 1 of 1 and 1 of 2 colonies.
cstall 0-∞ Receive other colonies solutions after cstall

iterations of stagnation.

GHz, with 32 cores per processor (64 cores per node), and 256 GB of RAM.
The nodes are connected using an Mellanox InfiniBand HDR 100 Gbps in-
terconnect using a fat-tree topology.

5.2. Methodology and reproducibility

To allow the reproducibility of the experiments shown in this paper,
authors make public available the code of the BiPCACO algorithm in the
https://gitlab.com/RobertoPradoRodriguez/bipcaco repository.

Different tests have been carried out in this work. Experiments have been
performed using as stopping criteria both a maximum effort (in execution
time) or a quality objective (that is, achieving the optimum value in each
experiment, which in the case of the W-Model benchmarks is the value 0).

The user-defined parameters of the proposed BiPCACO algorithm are
shown in Table 3, where n is the problem size.

For the generation of random numbers, the MT19937 variant of the
Mersenne Twister algorithm [61] is used. A four-digit number is used as
the initial seed.

Given the stochastic nature of these methods, a total of 100 executions
have been carried out for each experiment, and a statistical study has been
carried out on the reported data.

5.3. Assessment of BiPCACO proposal

To assess the cooperative scheme, the results of seven different configu-
rations have been compared, from no cooperation to intensive cooperation.

• M1: cfreq →∞, that is, a configuration without cooperation between
colonies.
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• M2: cfreq → 2, that is, only one out of two (50%) of the colonies
incorporate foreigner solutions to their search; and cstall = n/25, that
is, the foreigner solutions are incorporated only when the number of
stagnate iterations is n/25.

• M3: cfreq → 1, that is, all the colonies incorporate foreigner solutions
to their search; and cstall = n/10, that is, the foreigner solutions
are incorporated only when the number of stagnate iterations is large
(n/10).

• M4: cfreq → 1 and cstall = n/25, that is, all the colonies incorpo-
rate foreigner solutions to their search when the number of stagnate
iterations is n/25.

• M5: cfreq → 1 and cstall = n/50, that is, all the colonies incorpo-
rate foreigner solutions to their search when the number of stagnate
iterations is small (n/50).

• M6: cfreq → 1 and cstall = 0, that is, all the colonies incorporate
foreigner solutions everytime they received it. This is the most intensive
cooperative configuration.

• M7: self-adapted, that is, the degree of cooperation is dynamically
adjusted in execution time.

Figure 4 summarizes the results obtained for experiments using the opti-
mum value as stopping criterium. This figure displays the average of the ex-
ecution time in seconds, and attempts to compare different cooperative con-
figurations using the most challenging benchmark problems of the testbed.
These challenging benchmarks are not only large, but also three of them (20
to 22) exhibit features that make them very difficult to solve. They are mul-
timodal and are defined by having large number of local minima. In those
instances, the cooperation between colonies favors the convergence rate of
the algorithm.

Problems 23, 24 and 25 are unimodal, i.e. the search is oriented smoothly
to the global minimum. Since the algorithm does not get stuck, it does not
need cooperation, and therefore in problems 23 and 24 there is hardly any
difference in times among all methods. In practice, all behave in a non-
cooperative fashion. Problem 25, although unimodal, is too large in size and
cooperation becomes necessary.
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Figure 4: Comparison of different cooperative configurations in BiPCACO. Average time
(in seconds) achieved in 100 runs of experiments using optimum value as stopping cri-
terium, for the most challenging benchmarks using 4, 8, 12, 24 and 64 processes.

Certain conclusions can be drawn from the results in Figure 4. A mid co-
operation scheme, for example the M4 configuration, outperforms the other
configurations for 4, 8, 24 and 64 colonies in terms of average time for bench-
mark 20. In benchmark 21, tougher that benchmark 20, there is a need for
increasing the cooperation, and results obtained for M5 configuration outper-
form the rest when few processes are involved. This situation is reaffirmed
in problem 22, larger and more difficult than benchmark 21. The degree of
cooperation that achieves the best performance is M6. That is, the larger
and more difficult to solve the problem, the larger the need for cooperation
between the colonies.
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Results in Figure 4 also demonstrate that an intensive cooperation (M6
configuration) is effective when using few processes to solve very difficult
problems. In those experiments, the opportunities of finding a good solution
are low, so the need to share promising solutions as soon as possible is high
in order to accelarate the progress of the search. However, when the number
of processes increases, the chances for one of them to find a good solution
on its own increases, and cooperation can interfere with this search and
harm diversity. If a colony frequently accepts external solutions, the process
deviates from their own search and ends up converging towards the same
local minimum as the rest of the colonies. This behavior is more accentuated
the more processes exist.

Based on previous experiments, it can be concluded that there are essen-
tially three features of the problem at hand that will determine the degree
of cooperation that benefits BiPCACO execution:

• (1) Amount of processes: the smaller the number of processes, the
higher the cooperation between colonies should be.

• (2) Multimodality: The higher the bias towards the multimodal land-
scape, the larger the probability that the algorithm will get stuck when
there is an excess of cooperation.

• (3) Problem size: the larger the problem, the greater the need for
cooperation.

The problem of the previous conclusions is the difficulty for the user to
know the features of the problem in advance, and therefore the difficulty
of adjusting the configuration parameters before the execution. It is at this
point where the self-tuned approach is especially attractive. Moreover, results
of Figure 4 evidence that it is also competitive when compared with the
solution obtained with the best configuration in each problem.

Results in previous figures were obtained from 100 independent runs of
each experiment. However, displaying only the average execution time does
not give a clear view of the behavior of the algorithm according to the level of
cooperation introduced with the different configurations. To illustrate this,
logarithmic scale plots for benchmarks 20 and 22 are shown in Figure 5,
Figure 6, Figure 7 and Figure 8. Those figures show the cumulative prob-
ability of reaching the optimum related to the execution time, for the 100
runs of each experiment. We choose benchmarks 20 and 22 to show how,
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Figure 5: Cumulative probability of reaching the optimum in benchmark 20 using 4 pro-
cesses, where M1-7 indicates different cooperation schemes as explained in section 5.3.

Figure 6: Cumulative probability of reaching the optimum in benchmark 20 using 64
processes, where M1-7 indicates different cooperation schemes as explained in section 5.3.

despite being both large and difficult problems, in one case cooperation is
more beneficial than in the other, however, this is somewhat difficult to know
beforehand.

As it can be seen, for benchmark 20, a configuration with no cooperation
(M1) is better than an intensive cooperation (M6). However, a self-tuned co-
operation (M7) adapts during runtime and offers a competitive result versus
the non-cooperation solution.

On the other hand, for benchmark 22, the best solution turns out to
be a configuration with an intensive cooperation (M6) compared to lack of
cooperation (M1) for 4 processes. And, on the contrary, the absence of
cooperation (M1) is better compared to an intense cooperation (M6) for 64
processes. Besides, the self-tuned solution (M7) is always competitive when
compared with the best solution in each situation.

19



Figure 7: Cumulative probability of reaching the optimum in benchmark 22 using 4 pro-
cesses, where M1-7 indicates different cooperation schemes as explained in section 5.3.

Figure 8: Cumulative probability of reaching the optimum in benchmark 22 using 64
processes, where M1-7 indicates different cooperation schemes as explained in section 5.3.

These previous results show that the self-tuned solution, although it may
not improve the superior configuration, allows the user to get rid of the
responsibility of choosing the most appropriate parameters, making the al-
gorithm reconfigure itself, at execution time, depending on the progress of
the search. Results of the self-tuned solution stands out as a competitive
alternative.

Finally, Figure 9 shows the beanplots of the previous executions, to graph-
ically illustrate the distribution of the results. Note that the bean of the
self-tuned execution always achieves competitive results versus the best of
the other configurations.
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(a) (b)

(c) (d)

Figure 9: Beanplots with the distribution of the execution time for (a) benchmark 20 using
4 processes, (b) benchmark 20 using 64 processes, (c) benchmark 22 using 4 processes and
(d) benchmark 22 using 64 processes, where M1-7 indicates different cooperation schemes
as explained in section 5.3.
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5.4. Comprehensive assessment

To perform comprehensive assessment of the proposed BiPCACO algo-
rithm, a comparison has been carried out with the results presented in [60]
for 17 different algorithms, solving the 19 benchmarks described in 5.1. To
perform a fair comparison, the same metric as in [60] was used, the ERT
(Expected Run Time). ERT allows to decouple the runtime results from the
infrastructure on which the experiments are executed. This metric is calcu-
lated using the same procedure described in [60], aggregating the number of
evaluations of all the runs in a experiment and dividing by the number of
those runs that found the optimum. The base 2 logarithm is applied and
rounded off. For each run the number of evaluations included in the ERT
calculation is:

• the number of evaluations of the colony that achieves it, when the
optimum is reached.

• 220 evaluations, when the optimum is not reached.

Figure 10 shows a table with the ERT of the 17 algorithms that were
compared in [60] together with the results of the sequential ACO described
in Section 3 and BiPCACO proposal.

In these results it can be seen that the sequential ACO outperforms the
rest of the algorithms in 9 of the 19 problems (specifically in the most difficult
and large ones). BiPCACO with the self-tuned configuration outperforms
most of them, even using only 4 colonies. The more colonies used in the
BiPCACO proposal, the better. Note that getting a small improvement
on the ERT result means a significant amount of execution time, given the
definition of the metric.

6. Conclusions

This paper introduces an improved multicolony ACO for binary combina-
torial problems. This novel method aims to overcome the main handicap of
such algorithm, i.e., its tendency to get stuck in local minima. We introduce
a cooperative parallel ACO strategy in which colonies share promising solu-
tions with each other, but only incorporate them into their search if certain
conditions are met. This approach maintains diversity, making it easier to
move out of local minima. Based on tests with different cooperative config-
urations, a self-tuned version was developed that adjusts the parameters of
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Figure 10: Comparison of ERT achieved by ACO and BiPCACO with other 17 algorithms
reported in [60], where ACO stands for sequential ACO and BiPCACO(N) for BiPCACO
algorithm with N colonies.

the cooperative algorithm at runtime. This allows finding a good solution for
each problem without the need to know a priori the features of the problem
at hand.

The design and implementation of this proposal was guided by the goal of
preserving the versatility of the original ACO algorithm. We strove to create
an implementation that is easy to understand, configurable, and applica-
ble to a wide range of binary problems, avoiding ad hoc solutions tailored
exclusively to specific problem types.

To evaluate the approach, we used a set of benchmarks from the W-
Model framework, which allows us to evaluate algorithms on a wide range
of problem sets. The new cooperative strategy has significantly reduced the
average time on all tests, especially on large-scale, complex problems similar
to those encountered in real-world scenarios.
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