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Abstract

This work provides an asymptotically stable and robust tracking control scheme using a finite-time stable disturbance observer

in the feedback loop, for an unmanned vehicle modeled as a rigid body. The dynamics of the system is discretized using a Lie

group variational integrator in the form of a “gray box” dynamics model that also accounts for unknown additive disturbance

force and torque. These disturbance terms are estimated using the finite-time stable disturbance observer in real-time and then

compensated by the control scheme. The stability analysis for translational and rotational motions is carried out separately.

It is shown that the discrete-time control laws achieve asymptotically stable tracking of the reference position and attitude

trajectories.
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Summary

This work provides an asymptotically stable and robust tracking control scheme using
a finite-time stable disturbance observer in the feedback loop, for an unmanned vehi-
cle modeled as a rigid body. The dynamics of the system is discretized using a Lie
group variational integrator in the form of a “gray box" dynamics model that also
accounts for unknown additive disturbance force and torque. These disturbance terms
are estimated using the finite-time stable disturbance observer in real-time and then
compensated by the control scheme. The stability analysis for translational and rota-
tional motions is carried out separately. It is shown that the discrete-time control laws
achieve asymptotically stable tracking of the reference position and attitude trajecto-
ries.

KEYWORDS:
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1 INTRODUCTION

Unmanned vehicles have gained a lot of attention due to their increasing use in several applications including security and
monitoring, infrastructure inspection, agriculture, wildland fire management, package delivery, remote sensing, and underwater
and space exploration. With improved onboard sensing and processing capabilities, the autonomy of these vehicles and their
use in challenging applications have also increased. Challenges in these applications of unmanned vehicles arise mainly due
to external uncertainties like atmospheric turbulence, the presence of unknown natural or human-made structures, and wind or
water currents. For example, the use of unmanned aerial vehicles (UAVs) in monitoring wildland fires makes the vehicles subject
to unsteady and turbulent airflow, higher temperatures, and variable air density. These effects lead to uncertainties in the flight
dynamics, affecting both the translational and rotational motion, which in turn can lead to adverse effects on the performance of
these vehicles1,2. Therefore, it becomes critical in challenging applications to ensure nonlinearly stable and robust operations,
with guaranteed stability properties.

Most unmanned vehicles can be modeled as rigid bodies with six degrees of freedom, where the control inputs act on the three
degrees of rotational motion and one degree of translational motion in a vehicle body-fixed coordinate frame. This actuation
model is applicable to a wide range of unmanned vehicles, including fixed-wing and rotorcraft unmanned aerial vehicles, under-
water vehicles, and spacecraft, which possess body-fixed actuators that provide a single body-fixed thrust direction and three
body-fixed torque components. However, the autonomous operation of such vehicles presents three primary challenges: (a) the
feedback control system needs to be nonlinearly stable to enable large maneuvers that may be required for collision avoidance,
for example; (b) control schemes have to be robust to unknown disturbance forces and torques for the safety and reliability of
operations; and (c) control laws need to be computationally lightweight and designed in discrete time to facilitate onboard imple-
mentation in real time3, as well as enhance robustness and stability against control disturbances. These challenges motivate the
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objective of this paper, which is to develop a stable and robust data-driven feedback control scheme in the presence of unknown
disturbance inputs for unmanned vehicles in three-dimensional motion. The proposed scheme identifies (unknown) dynamic dis-
turbance inputs by analyzing (known) applied control inputs and real-time sensed outputs, providing robust feedback control to
compensate for these disturbances.

An effective technique to maintain the control performance in the face of disturbances and uncertainties is the active distur-
bance rejection control (ADRC)4. In this technique, the first step involves estimating the unknown disturbance using disturbance
estimation techniques. This estimated disturbance is then incorporated into the control design to effectively reject the distur-
bance. Extended state observer (ESO) is a technique widely employed for disturbance estimation and rejection. It has been
applied in various studies to enhance control performance in different domains including trajectory tracking control using an
asymptotically stable linear ESO5, tracking control using fixed-time stable disturbance observer and fault-tolerance mecha-
nisms6, and finite-time stable (FTS) ESO7,8. Researchers have also utilized ESOs in combination with other control strategies
such as incremental nonlinear dynamics inversion (INDI) control and sliding-mode observer (SMO)9. Furthermore, adaptive
variations of ESO, such as the adaptive super-twisting ESO, have been proposed10,11. Apart from ESO, other techniques such as
the disturbance observer (DO)12,13,14,15 and unknown input observer(UIO)16, can also be used to estimate disturbances within
a disturbance rejection control framework. DOs are advantageous in the design of robust control. They are commonly used to
estimate uncertainties in nonlinear systems as they are intuitive in design and possess a simple structure. Their main role is to
estimate the disturbance inputs (uncertainties) acting on the dynamics. This helps in creating a modular design of controllers
where a nominal controller can be designed for the nominal plant without disturbance inputs, while disturbance estimates from
the DO are used to compensate them17. In this regard, a control design using a nonlinear DO offers several advantages over
other control methods such as ∞ control, adaptive control, or sliding mode control. These advantages include its ability to
handle unknown or time-varying disturbances, faster and more accurate disturbance rejection, not requiring exact knowledge of
the system model, and simpler implementation in a more computationally efficient manner. The pose tracking controller given
here uses a finite-time stable and Hölder-continuous disturbance observer (FTS-DO)18. This FTS-DO was used in our recent
work19 for stable and robust position tracking control. In this work, we design discrete-time tracking control laws that leverage
the FTS-DO design to compensate for disturbance force and disturbance torque inputs acting on the vehicle’s body, for posi-
tion and attitude tracking control on the Lie group of rigid body motions, SE(3). This FTS-DO has a faster convergence rate
and better disturbance rejection abilities than conventional nonlinear DO. It is also designed to converge in a finite time period
shorter than the settling time of the controller, resulting in faster disturbance rejection and improved stability. The use of Hölder-
continuous FTS-DO in the proposed tracking control design can also avoid chattering resulting from measurement noise and
unknown disturbances to dynamics in other stabilization methods like sliding mode20,21. It also provides greater design freedom
for the nominal system’s controller design. Therefore, DO-based techniques provide a feasible way to improve robustness and
deal with disturbances or system uncertainties in real time.

In this work, we design pose (position and orientation) tracking feedback control laws for underactuated vehicles, which
ensures asymptotically stable convergence of the vehicle’s pose to the desired trajectory in the presence of unknown dynamic
disturbance inputs. The discrete-time dynamics model is a “gray box" model that is discretized using the framework of discrete
geometric mechanics and obtained in the form of a Lie group variational integrator (LGVI)22,23,24. The advantages of LGVIs
are: (1) they discretize the motion on the Lie group without the need for local maps or projection, and (2) they are variational in
nature which implies preservation of energy-momentum properties of the continuous dynamics25,26. It combines a physics-based
model that accounts for known physics, with unknown disturbance inputs due to environmental effects. The control inputs also
compensate for the disturbance force and disturbance torque acting on the vehicle using estimates of such inputs obtained from a
Disturbance Observer design. The control laws are designed in discrete time for ease of onboard computer implementation, and
it is shown to be stable and robust to the control disturbance in real time. As a result, this design meets the technical challenges
stated earlier, i.e., of nonlinear stability and robustness to disturbances. A schematic block diagram of the proposed design is
given in Fig. 1.

A brief outline of this paper is as follows. In Section 2, we provide preliminary concepts and notation on rigid body motion.
The formulation of the disturbance observer is stated briefly in Section 3. Section 4 obtains the pose tracking control laws
for stable translational motion control, which is used to generate the reference attitude trajectory27. The asymptotically stable
attitude tracking control law is then obtained in discrete time in Section 5. Numerical simulation results based on the LGVI
model and the discrete-time observer and obtained control laws are demonstrated in Section 6. We conclude the paper in Section
7, by summarizing the results and highlighting directions for further research.
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FIGURE 1 FTS disturbance observer integrated with a feedback tracking controller

2 PROBLEM FORMULATION

The set of possible configurations for rigid body motions is the Lie group SE(3). The group SE(3) is the semi-direct product
of ℝ3 and the special orthogonal group of rigid body orientations SO(3), i.e., SE(3) = ℝ3 ⋊ SO(3)28,29, where the special
orthogonal group of rigid body rotation, SO(3)30, is defined as

SO(3) =
{

𝑅 ∈ ℝ3×3, 𝑅T𝑅 = 𝑅𝑅T = 𝐈, det(𝑅) = 1
}

.

Both SO(3) and SE(3) are matrix Lie groups under matrix multiplication. The Lie algebra (tangent space at identity) of SO(3)
is denoted 𝔰𝔬(3) and defined as,

𝔰𝔬(3) =
{

𝑆 ∈ ℝ3×3
| 𝑆 + 𝑆T = 0

}

,

𝑆 = s× =
⎡

⎢

⎢

⎣

0 −s3 s2
s3 0 −s1
−s2 s1 0

⎤

⎥

⎥

⎦

.

Here (.)× ∶ ℝ3 → SO(3) denotes the bijective map from three dimensional Euclidean space to 𝔰𝔬(3). For a vector s =
[s1 s2 s3]T ∈ ℝ3, the matrix s× represents the vector cross product operator, that is s × 𝑟 = s×𝑟, where 𝑟 ∈ ℝ3. The inverse of
(.)× is denoted by vex(.) ∶ 𝔰𝔬(3) → ℝ3, such that vex(𝑎×) = 𝑎, for all 𝑎× ∈ SO(3).

The pose of a rigid body is given by its position vector, denoted as 𝑏, which specifies the vector from the origin of an inertial
coordinate frame  to the origin of a body-fixed coordinate frame , and its attitude, represented by a rotation matrix 𝑅 that
relates the body-fixed frame  to the inertial frame . Together, the pose of the vehicle can be represented in matrix form as

g =
[

𝑅 𝑏
0 1

]

∈ SE(3), (1)

2.1 System Kinematics and Dynamics
The instantaneous pose is compactly represented by g = (𝑏, 𝑅) ∈ SE(3). Denoting the time derivative by ̇( ), the vehicle’s
kinematics is given by:

{

�̇� = 𝑣 = 𝑅𝜈,
�̇� = 𝑅Ω×,

(2)

where 𝑣 ∈ ℝ3 and 𝜈 ∈ ℝ3 denote the translational velocity in frames  and , respectively, and Ω ∈ ℝ3 is the angular velocity
in frame . The dynamics of an underactuated vehicle modeled as a rigid body with a body-fixed plane of actuators is given by:

{

𝑚�̈� = 𝑚�̇� = 𝑚𝑔𝑒3 − (𝜑 + 𝜙𝑑),
𝐽 Ω̇ = −Ω×𝐽Ω + 𝜏 + 𝜏𝑑 ,

(3)
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where 𝑒3 = [0 0 1]T is the third standard basis of ℝ3, 𝑔 denotes the acceleration due to gravity, and 𝑚 ∈ ℝ+ and 𝐽 = 𝐽T ∈ ℝ3×3

are the mass and inertia matrix of the vehicle, respectively. 𝜑 = 𝑓𝑅𝑒3 is the control force vector acting on the body, and its
magnitude is 𝑓 ∈ ℝ, which is designed as a feedback control law. 𝜏 ∈ ℝ3 is the control torque created by the rotors, and the
disturbance force and torque vectors are denoted 𝜙𝑑 and 𝜏𝑑 , respectively, which are mainly due to unsteady aerodynamics.

The vehicle’s kinematics and dynamics equations of motion are discretized using the framework of discrete geometric mechan-
ics here, and the resulting discrete-time equations of motion are obtained in the form of LGVI31. Consider a time interval
[𝑡0, 𝑇 ] ∈ ℝ+ separated into 𝑁 equal-length subintervals [𝑡𝑘, 𝑡𝑘+1] for 𝑘 = 1, 2,… , 𝑁 with 𝑡𝑁 = 𝑇 and Δ𝑡 = 𝑡𝑘+1− 𝑡𝑘 is the time
step size. Then, the discretized equations of motion using LGVI are obtained as

⎧

⎪

⎪

⎨

⎪

⎪

⎩

𝑏𝑘+1 = 𝑏𝑘 + Δ𝑡𝑅𝑘𝜈𝑘,
𝑅𝑘+1 = 𝑅𝑘 exp (Δ𝑡Ω×

𝑘 ),
𝑚𝜈𝑘+1 = 𝑚𝐹T

𝑘 𝜈𝑘 + 𝑚𝑔𝑅T
𝑘+1𝑒3 − Δ𝑡(𝑓𝑘𝑒3 + 𝜙𝑑

𝑘),
𝐽Ω𝑘+1 = 𝐹T

𝑘 𝐽Ω𝑘 + Δ𝑡(𝜏𝑘 + 𝜏𝑑𝑘 ),

(4)

where

𝐹𝑘 = 𝑅T
𝑘 𝑅𝑘+1 = exp (Δ𝑡Ω×

𝑘 ) ∈ SO(3), (5)

and the matrix exponential in (4) is evaluated using Rodrigues’ formula for numerical efficiency:

exp (Δ𝑡Ω×) = 𝐼 +
sin ‖Δ𝑡Ω‖
‖Δ𝑡Ω‖

(Δ𝑡Ω×) +
1 − cos ‖Δ𝑡Ω‖

‖Δ𝑡Ω‖2
(Δ𝑡Ω×)2. (6)

The derivation of these equations requires the use of the discrete Lagrange d’Alembert principle to get the equations of motion
for a rigid body. For a detailed derivation, the reader is directed to the previous works22,23.

2.2 Tracking Error Kinematics and Dynamics
A smooth position trajectory that is continuous and twice differentiable (i.e., 𝑏𝑟(𝑡) = C2(ℝ,ℝ3)), where 𝑏𝑟(𝑡) gives the desired
position trajectory on ℝ3 through multiple waypoints, can be generated using several techniques reported in the literature such
as Hybrid A*32,33, LQR-based trajectories34,35,36, or other reported schemes37. Once the desired position trajectory is generated
for the underactuated vehicle with a body-fixed thrust direction, a desired attitude trajectory 𝑅𝑟(𝑡) is generated such that the
position trajectory is tracked. This desired attitude trajectory is generated using the desired control force vector derived from
an outer loop position tracking scheme (explained in Section 4). The method for generating the desired attitude trajectory is
described in previous works27,38. Subsequently, the inner loop attitude control design is employed to track the generated desired
attitude trajectory.

Let g𝑟(𝑡) ∈ SE(3) be the reference pose, 𝑣𝑟 and 𝜈𝑟 denote the reference translational velocity in the inertial frame  and the
body frame , respectively, and Ω𝑟 denote the body’s reference angular velocity in the body frame. Then, tracking error is given
by

ℎ = (g𝑟)−1g =
[

𝑄 𝑥
0 1

]

∈ SE(3), (7)

where 𝑄 = (𝑅𝑟)T𝑅 is the attitude tracking error, and 𝑥 = (𝑅𝑟)T(𝑏 − 𝑏𝑟) = (𝑅𝑟)T�̃� is the position tracking error, both in the
reference body fixed frame. Also, the angular velocity tracking error is given by

𝜔 = Ω −𝑄TΩ𝑟. (8)

Now, using the LGVI discretized equations of motion (4) and combining it with the tracking error in (7), we get the discrete-time
pose error kinematics and dynamics in the form of LGVI23,24 as

⎧

⎪

⎪

⎨

⎪

⎪

⎩

�̃�𝑘+1 = �̃�𝑘 + Δ𝑡�̃�𝑘,
𝑅𝑘+1 = 𝑅𝑘𝐹𝑘,
𝑚�̃�𝑘+1 = 𝑚𝑣𝑘 + Δ𝑡 𝑚𝑔 𝑒3 − Δ𝑡(𝜑𝑘 + 𝜙𝑑

𝑘) − 𝑚𝑣𝑟𝑘+1
𝐽𝜔𝑘+1 = 𝐹T

𝑘 𝐽Ω𝑘 − 𝐽𝑄T
𝑘+1Ω

𝑟
𝑘+1 + Δ𝑡(𝜏𝑘 + 𝜏𝑑𝑘 ),

(9)
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where 𝑣𝑘+1 = �̃�𝑘+1 + 𝑣𝑟𝑘+1, 𝐹𝑘 ≈ exp(Δ𝑡 Ω×
𝑘 ), and 𝑄𝑘+1 is the attitude tracking error kinematics in discrete form as:

𝑄𝑘+1 ≈ 𝑄𝑘

[

𝐼 + Δ𝑡
2
(𝜔𝑘+1 + 𝜔𝑘)×

]

. (10)

3 FINITE-TIME STABLE DISTURBANCE OBSERVER

The disturbance observer discussed in this section builds on our recent work18 which develops a finite-time stable disturbance
observer (FTS-DO) in discrete time for a generalized 6-DoF system of an unmanned vehicle. The unknown dynamics of the
vehicle are the disturbance force and torque. The disturbance observer runs in the inner loop in the control system architecture
and the estimated disturbances will be used in the tracking controller to attenuate the unknown disturbance force and torque
in the dynamics model. The unknown disturbance inputs 𝜒𝑘 = [𝜙𝑑

𝑘 , 𝜏
𝑑
𝑘 ]

T ∈ ℝ6 are learned in real time according to the past
input-output history. Let us define the error in estimating 𝜒𝑘 as:

𝑒𝜒𝑘 ∶= 𝜒𝑘 − 𝜒𝑘. (11)

Also, the first-order finite difference of the unknown dynamics, 𝜒𝑘, is denoted as:

Δ𝜒𝑘 ∶= 𝜒 (1)
𝑘 = 𝜒𝑘+1 − 𝜒𝑘 (12)

The disturbance estimate, 𝜒𝑘 = [𝜙𝑑
𝑘 , 𝜏

𝑑
𝑘 ]

T ∈ ℝ6, can be obtained in real-time from the following first-order nonlinearly stable
observer. The following two propositions have been used to prove the main result of the FTS-DO design used in this paper. The
detailed proof of these two propositions is given in our previous work18 and omitted here for brevity.

Proposition 1. The nonlinear observer for 𝜒𝑘 given by:

𝜒𝑘+1 = (𝑒𝜒𝑘 )𝑒
𝜒
𝑘 + 𝜒𝑘, (13)

where 𝜒0 = 𝜒0 is given and  ∶ ℝ+ → ℝ is a Hölder-continuous function that is given by:

(𝑒𝜒𝑘 ) =
((𝑒𝜒𝑘 )

𝑇 𝑒𝜒𝑘 )
1−1∕𝑟 − 𝜆

((𝑒𝜒𝑘 )𝑇 𝑒
𝜒
𝑘 )1−1∕𝑟 + 𝜆

, (14)

where 𝜆 > 0 and 𝑟 ∈ (1, 2) are constants. The disturbance observer in (13) leads to finite-time stable convergence of the
estimation error vector 𝑒𝜒𝑘 ∈ ℝ6 to a bounded neighborhood of 0 ∈ ℝ6, where bounds on the neighborhood are obtained from
the bounds on Δ𝜒𝑘.

Proposition 2. Consider the nonlinear observer law for the disturbance 𝜒𝑘 given by (13). Let the bound on the first order
difference Δ𝜒𝑘 defined by (12) be given by:

‖Δ𝜒𝑘‖ ≤ 𝐵𝜒 , (15)
where 𝐵𝜒 ∈ ℝ+. Then, the observer estimation error 𝑒𝜒𝑘 is guaranteed to converge to the neighborhood given by:

𝑁𝜒 ∶= {𝑒𝜒𝑘 ∈ ℝ𝑛 ∶ 𝜌(𝑒𝜒𝑘 )‖𝑒
𝜒
𝑘‖ ≤ 𝐵𝜒}, (16)

for finite 𝑘 > 𝑁 , 𝑁 ∈ 𝕎, where
𝜌(𝑒𝜒𝑘 ) ∶= 1 + |(𝑒𝜒𝑘 )|. (17)

As mentioned in the previous section, the discrete-time stable tracking control scheme39, which is used here is designed with
two loops: an inner loop for attitude control and an outer loop for position control. In the outer loop, given a desired position
trajectory in an inertial coordinate frame, the desired control force vector is obtained in discrete time to stabilize the desired
trajectory asymptotically. This control force vector expressed in the body-fixed frame is then used to generate a desired attitude
trajectory. In the inner loop, to track this desired attitude trajectory, an asymptotically stable attitude tracking scheme is developed
and utilized. The outer loop for position tracking also uses a discrete-time asymptotically stable control scheme. In the following
sections, these two controllers are integrated into the FTS-DO design presented in this section, as illustrated in the schematic
block diagram given in Fig. 2. By doing so, the discrete-time asymptotically stable control laws required for tracking a desired
pose trajectory in the presence of control disturbances are obtained.
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FIGURE 2 Block diagram of integrated position and attitude controllers in the FTS-DO design

4 DISCRETE-TIME POSITION TRACKING CONTROL DESIGN USING A FTS
DISTURBANCE OBSERVER

A position tracking control scheme in discrete time is presented in this section that uses the disturbance estimate provided by
the FTS-DO described in the previous section. This controller asymptotically stabilizes the nominal tracking error dynamics (9)
without the disturbance force 𝜙𝑑

𝑘 or if this disturbance force is constant, and provides ultimate boundedness of tracking errors
in the presence of a time-varying disturbance force by compensating the unknown disturbance force using its estimate obtained
from the FTS-DO. The following result gives the force control law that is required to track a desired position trajectory in the
presence of control disturbance with asymptotic stability. It is a modification of the nominal control law for asymptotically stable
position tracking in discrete time obtained in our prior research39.

Proposition 3. Consider the force control law for reference position trajectory tracking in the presence of unknown disturbance
force given by:

𝜑𝑘 =
𝑚
Δ𝑡

{

Δ𝑡𝑔𝑒3 + 𝑣𝑘 − 𝑣𝑟𝑘+1 −
Δ𝑡
𝑚
𝜙𝑑
𝑘 − 𝐴−1[𝐵�̃�𝑘 − Δ𝑡𝑃 �̃�𝑘

]

}

, (18)

where

𝐴 = (𝑀 +𝐷 + Δ𝑡2
4

𝑃 ),

𝐵 = (𝑀 −𝐷 − Δ𝑡2
4

𝑃 ),

𝑀 = 𝑚 𝐈3×3, 𝐷 and 𝑃 are positive definite control gain matrices. Then, the tracking error dynamics (9) with an unknown
disturbance force 𝜙𝑑

𝑘 and the force control law (18) can be expressed as

�̃�𝑘+1 +
Δ𝑡
𝑚
𝑒𝜙𝑘 = 𝐴−1[𝐵�̃�𝑘 − Δ𝑡𝑃 �̃�𝑘

]

, (19)

where 𝑒𝜙𝑘 = (𝜙𝑑
𝑘 − 𝜙𝑑

𝑘) ∈ ℝ3 denotes the error in the estimate of the unknown disturbance force obtained from the first three
components of 𝜒𝑘 ∈ ℝ6 as given by the FTS-DO in eq. (13).

Proof. In the case where the estimation of 𝜙𝑑
𝑘 is perfect (e.i. 𝑒𝜙𝑘 = 0), from Theorem 3.1 of our asymptotically stable control

scheme39, we have
�̃�𝑘+1 = 𝐴−1[𝐵�̃�𝑘 − Δ𝑡𝑃 �̃�𝑘

]

, (20)
which is obtained as the error dynamics that guarantees asymptotically stable convergence of the translational tracking errors to
zero. More generally, if 𝑒𝜙𝑘 reaches a bounded neighborhood of the zero vector in ℝ3, as would be the case for the disturbance
observer (13) applied to a time-varying disturbance, then the disturbed force control law (18) leads to the following feedback
dynamics:

𝑚�̃�𝑘+1 = Δ𝑡(𝜙𝑑
𝑘 − 𝜙𝑑

𝑘) + 𝑚𝐴−1[𝐵�̃�𝑘 − Δ𝑡𝑃 �̃�𝑘
]

, (21)
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on substitution into the tracking error dynamics equation (9). Rearranging terms in (21), we obtain the error dynamics equation
as (19).

The main result on the ultimate boundedness of reference trajectory tracking errors is as follows.

Theorem 1. Consider the feedback system consisting of the system dynamics given by (9), the observer law (13), and the control
law (18). Let the estimation error for the disturbance force, 𝑒𝜙𝑘 be bounded according to:

||𝑒𝜙𝑘 || ≤ 𝐵𝜙 for 𝑘 > 𝑁, (22)

where 𝐵𝜙 ∈ ℝ+ and 𝑁 ∈ 𝕎 are known. Then, translational state tracking errors that are given by 𝑠𝑘 =
[

�̃�𝑘, �̃�𝑘
]T ∈ ℝ6 are

guaranteed to converge to the neighborhood given by

 𝑠 ∶=
{

𝑠𝑘 ∈ ℝ6 ∶ ‖𝑍𝑠𝑘‖ ≤ Δ𝑡
( 1
𝑚

+
𝜆max(�̄�)
𝜆min(𝐷)

)

𝐵𝜙
}

(23)

asymptotically, where
𝑍 =

[

𝐼 − 𝐴−1𝐵, −Δ𝑡𝐴−1𝑃
]

, �̄� = 1
𝑚
𝐴, (24)

and 𝜆max(⋅) (𝜆min(⋅)) denotes the largest (respectively, smallest) eigenvalue of a positive definite matrix.

Proof. Consider the following candidate Lyapunov function 39, which is the sum of two energy-like terms that are quadratic in
position and velocity tracking errors, as

𝑉𝑘(�̃�𝑘, �̃�𝑘) =
1
2
𝑚�̃�T

𝑘 �̃�𝑘 +
1
2
�̃�T
𝑘 𝑃 �̃�𝑘. (25)

The discrete-time force control law without the disturbance compensation term39 is obtained by setting the first difference of
the Lyapunov function (25) for the translational motion to be:

Δ𝑉𝑘 = −1
2
(�̃�𝑘+1 + 𝑣𝑘)T𝐷(�̃�𝑘+1 + 𝑣𝑘), (26)

and using the following approximation:
�̃�𝑘+1 ≈ 𝑏𝑘 +

Δ𝑡
2
(�̃�𝑘 + �̃�𝑘+1). (27)

Re-arranging and expanding (19) in the presence of the disturbance and DO-based compensation, we obtain the following
expression:

𝐴(�̃�𝑘+1 +
Δ𝑡
𝑚
𝑒𝜙𝑘 ) = 𝐵�̃�𝑘 − Δ𝑡𝑃 �̃�𝑘,

⇒ (𝑀 +𝐷 + Δ𝑡2
4

𝑃 )(�̃�𝑘+1 +
Δ𝑡
𝑚
𝑒𝜙𝑘 ) = (𝑀 −𝐷 − Δ𝑡2

4
𝑃 )�̃�𝑘 − Δ𝑡𝑃 �̃�𝑘,

⇒ (𝑀 + Δ𝑡2
4

𝑃 )�̃�𝑘+1 − (𝑀 − Δ𝑡2
4

𝑃 )�̃�𝑘 + Δ𝑡𝑃 �̃�𝑘 = −𝐷(�̃�𝑘+1 + 𝑣𝑘) −
Δ𝑡
𝑚
(𝑀 +𝐷 + Δ𝑡2

4
𝑃 )𝑒𝜙𝑘 . (28)

The first difference Δ𝑉𝑘 is

Δ𝑉𝑘 =
1
2
(�̃�𝑘+1 + 𝑣𝑘)T[𝑚(�̃�𝑘+1 − 𝑣𝑘) +

Δ𝑡
2
𝑃 (�̃�𝑘+1 + �̃�𝑘)]. (29)

From the approximation (27), we get

𝑚(�̃�𝑘+1 − 𝑣𝑘) +
Δ𝑡
2
𝑃 (�̃�𝑘+1 + �̃�𝑘)

≈ 𝑚(�̃�𝑘+1 − 𝑣𝑘) + Δ𝑡𝑃 �̃�𝑘 +
Δ𝑡2
4

𝑃 (�̃�𝑘 + �̃�𝑘+1)

= (𝑀 + Δ𝑡2
4

𝑃 )�̃�𝑘+1 − (𝑀 − Δ𝑡2
4

𝑃 )�̃�𝑘 + Δ𝑡𝑃 �̃�𝑘.

Now substituting (28) in the right-hand side of the above expression gives us

𝑚(�̃�𝑘+1 − 𝑣𝑘) +
Δ𝑡
2
𝑃 (�̃�𝑘+1 + �̃�𝑘)

≈ −𝐷(�̃�𝑘+1 + �̃�𝑘) −
Δ𝑡
𝑚
𝐴𝑒𝜙𝑘

= −𝐷(�̃�𝑘+1 + �̃�𝑘) − Δ𝑡�̄�𝑒𝜙𝑘 .

(30)
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Substituting (30) into the expression for the first difference (29), we get:

Δ𝑉𝑘 = − 1
2
(�̃�𝑘+1 + 𝑣𝑘)T𝐷(�̃�𝑘+1 + 𝑣𝑘) −

Δ𝑡
2
(�̃�𝑘+1 + 𝑣𝑘)T�̄�𝑒

𝜙
𝑘

≤ 1
2
(�̃�𝑘+1 + 𝑣𝑘)T𝐷(�̃�𝑘+1 + 𝑣𝑘) +

Δ𝑡
2
‖�̃�𝑘+1 + 𝑣𝑘‖‖�̄�𝑒

𝜙
𝑘‖, (31)

where �̄� is as defined by (24). More conservative upper bounds on Δ𝑉𝑘 may be obtained using the eigenvalue operators, as

Δ𝑉𝑘 ≤ − 1
2
𝜆min(𝐷)‖�̃�𝑘+1 + �̃�𝑘‖

2 + Δ𝑡
2
𝜆max(�̄�)‖�̃�𝑘+1 + 𝑣𝑘‖‖𝑒

𝜑
𝑘‖. (32)

Setting the above first difference to be non-negative gives (conservative) bounds on the neighborhood to which the tracking error
term �̃�𝑘+1 + �̃�𝑘 converges, as

‖�̃�𝑘+1 + �̃�𝑘‖ ≤
Δ𝑡𝜆max(�̄�)
𝜆min(𝐷)

‖𝑒𝜙𝑘‖, (33)

which, using (27), gives the ultimate boundedness of tracking error term �̃�𝑘+1 − �̃�𝑘 as

‖�̃�𝑘+1 − 𝑏𝑘‖ ≤
Δ𝑡2𝜆max(�̄�)
2𝜆min(𝐷)

‖𝑒𝜙𝑘‖. (34)

Finally, from eq. (21), we obtain

�̃�𝑘+1 + �̃�𝑘 = (𝐼 − 𝐴−1𝐵)�̃�𝑘 − Δ𝑡𝐴−1𝑃 �̃�𝑘 +
Δ𝑡
𝑚
𝑒𝜑𝑘

= 𝑍𝑠𝑘 +
Δ𝑡
𝑚
𝑒𝜙𝑘 (35)

Making the further conservative bound for ‖�̃�𝑘+1 + �̃�𝑘‖ as

‖𝑍𝑠𝑘‖ −
Δ𝑡
𝑚
‖𝑒𝜙𝑘‖ ≤ ‖�̃�𝑘+1 + �̃�𝑘‖,

and substituting into the inequality (33), and noting that the 𝑒𝜙𝑘 be upper bounded by 𝐵𝜙, we get the upper bound on ‖𝑍𝑠𝑘‖ as

‖𝑍𝑠𝑘‖ ≤ Δ𝑡
( 1
𝑚

+
𝜆max(�̄�)
𝜆min(𝐷)

)

‖𝑒𝜙𝑘‖

≤ Δ𝑡
( 1
𝑚

+
𝜆max(�̄�)
𝜆min(𝐷)

)

𝐵𝜙

as given in (23).

Note that the above result gives a conservative ultimate bound that is larger than the actual bounds of the neighborhood of the
origin that tracking errors may converge to. Tighter bounds can be obtained using other techniques, like LMIs. The following
section addresses the stability of the attitude tracking control using the FTS-DO design.

5 DISCRETE-TIME STABLE ATTITUDE TRACKING CONTROL USING A FTS
DISTURBANCE OBSERVER

In this section, we provide an asymptotically stable discrete-time feedback control scheme for attitude motion tracking in the
presence of a disturbance torque that is “learned" in real-time by the FTS disturbance observer described in Section 3. It can
be implemented on unmanned vehicles that have body-fixed actuators that generate a scalar control thrust force in a body-fixed
direction and a three-axis control torque vector, which together actuate four of the six degrees of freedom of a rigid body. This
attitude control law asymptotically stabilizes the nominal attitude tracking error dynamics without the disturbance torque 𝜏𝑑𝑘 in
eq. (9) or if this disturbance torque is constant. It provides ultimate boundedness of tracking errors in the presence of a time-
varying disturbance torque. The attitude control law is given by the following result and it modifies the asymptotically stable
attitude tracking controller in discrete time obtained in our prior research39, by compensating the unknown disturbance torque
using its estimate obtained from the FTS-DO.

Proposition 4. Consider the torque control law using the FTS disturbance observer design is given by

𝜏𝑘 =
1
Δ𝑡

{

𝐽
(

𝐶−1[𝐸𝜔𝑘 − Δ𝑡 𝑘𝑝 𝑆𝐾 (𝑄𝑘)
]

+𝑄𝑇
𝑘+1Ω

𝑟
𝑘+1

)

− 𝐹 𝑇
𝑘 𝐽Ω𝑘 − Δ𝑡 𝜏𝑑𝑘

}

, (36)
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where
𝐶 = (𝐽 + 𝐿𝜔), 𝐸 = (𝐽 − 𝐿𝜔), 𝑘𝑝 > 1,

𝐿𝜔 is a positive definite control gain matrix, and 𝑆𝐾 (𝑄𝑘) is given by

𝑆𝐾 (𝑄𝑘) = vex(𝐾𝑄𝑘 −𝑄𝑇
𝑘𝐾)

= Σ3
𝑖=1𝑘𝑖(𝑄

𝑇
𝑘 𝑒𝑖) × 𝑒𝑖, (37)

where 𝐾 = diag(𝑘1, 𝑘2, 𝑘3) is a diagonal matrix with 𝑘1 > 𝑘2 > 𝑘3 ≥ 1, and 𝜏𝑑𝑘 is the estimate of the disturbance torque obtained
from the disturbance observer (13). Then, the system dynamics (4) with unknown disturbance torque 𝜏𝑑𝑘 along with the torque
control law (36), satisfies the following estimation error dynamics:

𝜔𝑘+1 + Δ𝑡 𝐽−1𝑒𝜏𝑘 = 𝐶−1[𝐸𝜔𝑘 − Δ𝑡 𝑘𝑝𝑆𝐾 (𝑄𝑘)
]

, (38)

where 𝑒𝜏𝑘 = (𝜏𝑑𝑘 − 𝜏𝑑𝑘 ) ∈ ℝ3 denotes the error in the estimate of the unknown disturbance torque obtained from the last three
components of 𝜒𝑘 ∈ ℝ6 as given by the FTS-DO in eq. (13).

Proof. The proof of this proposition employs a similar methodology as the proof for Proposition 3. By substituting the modified
torque control law (36) into the tracking error dynamics (9), the resulting expression (38) is obtained. For brevity, the detailed
proof is not presented here.

The main result on the ultimate boundedness of reference attitude tracking errors is given in the following theorem.

Theorem 2. Consider the system dynamics given by (4), the disturbance observer (13), and the modified torque control (36).
Let the estimation error for the disturbance torque, 𝑒𝜏𝑘 be bounded as:

||𝑒𝜏𝑘|| ≤ 𝐵𝜏 for 𝑘 > 𝑁, (39)

where 𝐵𝜏 ∈ ℝ+ and 𝑁 ∈ 𝕎 are known. Then, the angular velocity tracking error given by 𝜔𝑘 ∈ ℝ3 is guaranteed to converge
to the neighborhood given by:

 𝑠 ∶=
{

𝜔𝑘 ∈ ℝ3 ∶ ||𝜔𝑘+1 + 𝜔𝑘|| ≤
Δ𝑡𝜆max(�̄�)
𝜆min(𝐿𝜔)

𝐵𝜏
}

(40)

asymptotically, where
�̄� = 𝐽−1𝐶,

and 𝜆max(⋅), and 𝜆min(⋅) denote the largest and smallest eigenvalue of a positive definite matrix, respectively.

Proof. Consider the following candidate Morse-Lyapunov function, which can be interpreted as the total energy function that
is the sum of kinetic and potential energy-like terms for the desired rotational motion:

𝑘(𝑄𝑘, 𝜔𝑘) =
1
2
⟨𝐽𝜔𝑘, 𝜔𝑘⟩ + 𝑘𝑝⟨𝐼 −𝑄𝑘, 𝐾⟩. (41)

where ⟨⋅, ⋅⟩ denotes the trace inner product on ℝ𝑛1×𝑛2 as

⟨𝐴1, 𝐴2⟩ ∶= tr(𝐴T
1 𝐴2).

The discrete-time torque control law in the absence of time-varying disturbance is obtained by analyzing the first difference of
the Morse-Lyapunov function (41) for rotational motion39. This difference function is represented as

Δ𝑘 =
1
2
(𝜔𝑘+1 − 𝜔𝑘)𝑇𝐽 (𝜔𝑘+1 + 𝜔𝑘) + 𝑘𝑝⟨𝑄𝑘 −𝑄𝑘+1, 𝐾⟩, (42)

where 𝑄𝑘+1 is as given in (10), which can be also written as

𝑄𝑘+1 −𝑄𝑘 ≈
Δ𝑡
2

𝑄𝑘 (𝜔𝑘+1 + 𝜔𝑘)×, (43)

and allows us to express the change in the potential energy term of (42) as follows39:

𝑘𝑝⟨𝑄𝑘 −𝑄𝑘+1, 𝐾⟩ = Δ𝑡
2
𝑘𝑝 (𝜔𝑘+1 + 𝜔𝑘)T 𝑆𝐾 (𝑄𝑘). (44)

Then using (44), the first difference Δ𝑘 is obtained as

Δ𝑘 =
1
2
(𝜔𝑘+1 + 𝜔𝑘)𝑇 [𝐽 (𝜔𝑘+1 − 𝜔𝑘) + Δ𝑡𝑘𝑝𝑆𝐾 (𝑄𝑘)]. (45)
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Expanding the estimation error dynamics (38), which incorporates the compensation design of FTS-DO and includes the
estimation error of the disturbance torque 𝑒𝜏𝑘, yields the following expression:

(𝐽 + 𝐿𝜔)[𝜔𝑘+1 + Δ𝑡 𝐽−1𝑒𝜏𝑘] = (𝐽 − 𝐿𝜔)𝜔𝑘 − Δ𝑡𝑘𝑝𝑆𝐾 (𝑄𝑘), (46)

and rearranged as
𝐽 (𝜔𝑘+1 − 𝜔𝑘) + Δ𝑡𝑘𝑝𝑆𝐾 (𝑄𝑘) = 𝐿𝜔(𝜔𝑘+1 + 𝜔𝑘) − Δ𝑡 (𝜔𝑘+1 + 𝜔𝑘)𝑇 �̄�𝑒𝜏𝑘 (47)

where,
�̄� = (𝐽 + 𝐿𝜔)𝐽−1.

Substituting (47) in (45) gives the following expression for Δ :

Δ𝑘 = −1
2
(𝜔𝑘+1 + 𝜔𝑘)𝑇𝐿𝜔(𝜔𝑘+1 + 𝜔𝑘) − Δ𝑡 (𝜔𝑘+1 + 𝜔𝑘)𝑇 �̄�𝑒𝜏𝑘 (48)

≤ 1
2
(𝜔𝑘+1 + 𝜔𝑘)𝑇𝐿𝜔(𝜔𝑘+1 + 𝜔𝑘) − Δ𝑡 ‖

‖

𝜔𝑘+1 + 𝜔𝑘
‖

‖

‖

‖

�̄�𝑒𝜏𝑘‖‖ . (49)

More conservative upper bounds on Δ𝑘 may be obtained using the eigenvalue operators, as below:

Δ𝑘 ≤ −1
2
𝜆min(𝐿𝜔)||𝜔𝑘+1 + 𝜔𝑘||

2 + Δ𝑡 𝜆max(�̄�)||𝜔𝑘+1 + 𝜔𝑘||||𝑒
𝜏
𝑘||. (50)

Imposing the condition that the aforementioned first difference is non-negative establishes conservative bounds for the
convergence region of the attitude tracking error term 𝜔𝑘+1 + 𝜔𝑘 as:

||𝜔𝑘+1 + 𝜔𝑘|| ≤
Δ𝑡𝜆max(�̄�)
𝜆min(𝐿𝜔)

||𝑒𝜏𝑘||

≤
Δ𝑡𝜆max(�̄�)
𝜆min(𝐿𝜔)

𝐵𝜏 . (51)

as given in (40).

Note that similar to the position tracking part in Section 4, the above result gives a conservative ultimate bound that is larger
than the actual bounds of the neighborhood of the origin that attitude and angular velocity tracking errors may converge to.

6 NUMERICAL SIMULATION

This section presents comprehensive numerical simulations of tracking control for an unmanned vehicle using the control laws
presented in Proposition 3 and Proposition 4, along with the FTS disturbance observer in the inner loop as shown in Fig. 1
and Fig. 2. The controller tracks the trajectory of the vehicle in discrete time. Note that our approach uses the finite-time stable
disturbance observer, which converges at a much faster rate than the outer loop with the asymptotically stable tracking controller.

The simulation is performed for a UAV quadcopter of mass 𝑚 = 4.34 kg for a time period of 𝑇 = 10 s with a time step size
of ℎ = 0.01 s, using the discrete-time LGVI model and the control laws (18) and (36). There are two scenarios studied here,
both involving three-dimensional reference trajectories that are generated to pass between tall obstacles like trees or buildings
in outdoor flights. The first scenario involves a figure eight-shaped reference trajectory with changes in height, as given by the
following conditions:

𝑏𝑟𝑘 = [sin(𝜋
2
𝑡𝑘) sin(𝜋

2
𝑡𝑘) cos(

𝜋
2
𝑡𝑘) 0.2 sin(𝜋𝑡𝑘) + 𝛼𝑡𝑘]T.

Here 𝛼 is the altitude gain of the trajectory to describe the change in height and is selected as 𝛼 = 𝜋∕4, and

𝑏0 = [1 1 0]Tm, 𝑣0 = [0 0 0]Tm/s,

𝑅0 = 𝐈3×3, Ω0 =
[

0 0 0
]T , Ω𝑟

0 =
[

0 0 0
]T .

In the second scenario, a flight trajectory is studied that involves flying in between tall obstacles like high-rise buildings. This
position trajectory is generated using an optimal LQR method that optimizes a combination of velocity, acceleration, and jerk34,
and is designed to pass through multiple desired waypoints. The position and velocity profiles of these trajectories are used in
the control law (18).

The observer gains selected for the Hölder-continuous function (𝑒𝜒𝑘 ) for the disturbance observer in (13), are:

𝜆 = 1.5 and 𝑟 = 9
7
.
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and the initial estimates of disturbance force and torque are selected as 𝜙𝑑
0 = [9.3 13.6 8.2]TN, and 𝜏𝑑0 = [0.25 0.04 0.51]TN.m,

respectively. The control gains for the translational and rotational control laws in (18) and 36 are selected as follows:

𝑃 = 16 𝐈3×3; 𝐷 = 0.07 𝐈3×3; 𝐿𝜔 = 0.01 𝐈3×3; 𝑘𝑝 = 1.01,

These gains are selected to achieve desired transient response characteristics, such that the settling time of the inner loop with
the finite-time stable disturbance observer is small. In this case, these gain selections result in a settling time of less than 1
second for the inner loop FTS-DO, ensuring faster convergence of the disturbance observer compared to the outer loop tracking
controller. The disturbance force and disturbance torque acting on the UAV in the inertial frame  are given by the following in
this simulation:

𝜙𝑑
𝑘 =

⎡

⎢

⎢

⎣

9 + 2 sin(𝜋𝑡𝑘),
10 + 5 cos(𝜋𝑡𝑘),
8 + 3 sin(𝜋𝑡𝑘)

⎤

⎥

⎥

⎦

(N),

and

𝜏𝑑𝑘 =
⎡

⎢

⎢

⎣

0.2 sin(𝜋𝑡𝑘) + 0.3
0.2 cos(𝜋𝑡𝑘) − 0.2
0.2 cos(𝜋𝑡𝑘) + 0.3

⎤

⎥

⎥

⎦

(N ⋅ m)

The performance of the feedback controller in tracking the eight-shaped trajectory with and without disturbance correction
terms in the force and torque control laws is shown in Fig. 3. In this figure, plots 3a and 3b present the results for the norms of
position and velocity tracking errors, respectively. The attitude tracking error is parameterized by the principal rotation angle Φ𝑘
of the attitude error matrix 𝑄𝑘 as Φ𝑘 = cos−1

( 1
2
(tr(𝑄𝑘) − 1)

)

. Plots in 3c and 3d indicate the rotational motion tracking errors.
It is evident from the plots that in the presence of the disturbance force and torque, the FTS disturbance observer estimates the
disturbances effectively and the tracking controller ensures that all translational and rotational tracking errors asymptotically
converge to a neighborhood of zero. However, without the DO, the disturbance force and torque are not compensated well and
tracking errors do not settle down to the desired neighborhood of the reference translational and rotational motions. The size of
this neighborhood depends on the bounds of the disturbances and the gains selected, according to Theorem 1 and 2. In Fig. 3e
and 3f, and 3g, the graphs depict the bounded convergence of ‖�̃�𝑘+1− �̃�𝑘‖, ‖�̃�𝑘+1+ �̃�𝑘‖, and ‖𝜔𝑘+1+𝜔𝑘‖, respectively, with the
bounds given by Theorem 1 and Theorem 2. Figure 4 presents plots of the 3D trajectory and its projection on the 𝑥𝑦-plane for
the position trajectory of the UAV tracking the reference trajectory utilizing the feedback control laws (18) and (36). The plots
indicate that the actual trajectory ultimately converges to a bounded neighborhood of the reference trajectory (with the bounds
as mentioned above), and remains consistently stable throughout the simulated time duration.

Fig. 5 shows the performance of our feedback controller in tracking the second reference trajectory for a flight duration of 100s
when the above disturbance force and torque are acting on the UAV, with and without the disturbance observer implemented
in the inner loop. The norms of translational and rotational state tracking errors are presented in this figure. These results
demonstrate that the presence of a disturbance force and torque is effectively countered by the FTS disturbance observer in the
inner loop, leading to asymptotic convergence of both translational and rotational tracking errors within a desired neighborhood
of the reference trajectory. In contrast, the absence of the FTS-DO fails to compensate for the disturbances, and tracking errors
do not settle down to desired bounds of the position and velocity tracking errors. Fig. 6 displays two views of the time trajectory
of the UAV tracking the reference trajectory using the feedback control laws (18) and 36. The plots clearly demonstrate that the
actual trajectory converges to a bounded neighborhood of the reference trajectory and remains stable throughout the simulation.

7 CONCLUSION AND FUTURE WORK

This study presents a robust trajectory tracking control scheme in discrete time for a rigid body with uncertain (gray box)
dynamics due to unknown disturbance force and torque. The control scheme incorporates a Hölder-continuous FTS disturbance
observer in the inner loop to estimate the disturbance inputs and compensate for them through the control laws. The position
and attitude tracking control laws demonstrate nonlinear stability and robustness tracking of the reference trajectory while com-
pensating for the disturbances in real time. The tracking errors are shown to ultimately converge to bounded neighborhoods of
zero errors in an asymptotically stable manner. A comprehensive simulation study for the controller design with a disturbance
observer is carried out for performance validation, and results are discussed. Future research directions are: (1) to obtain FTS
tracking control laws for pose tracking that are more robust to disturbance inputs compared to asymptotically stable control laws;
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(2) to obtain LGVI discretization schemes with variable time step sizes that are more accurate in representing different time
scales that may be present in the continuous-time dynamics; and (3) analysis of ultimate bounds on tracking control errors and
estimation errors in the presence of disturbance forces and torques as well as measurement noise in measured outputs.
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