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Abstract

While previous research has investigated the effects of emotional videos on peripheral physiological measures and conscious

experience, this study extends the research to include cortical measures, specifically the steady-state visual evoked potential

(ssVEP). A carefully curated set of 45 videos, designed to represent a wide range of emotional and neutral content, were

presented with a flickering border. The videos featured a continuous single-shot perspective, natural soundtrack, and excluded

elements associated with professional films, to enhance realism. The results demonstrate a consistent reduction in ssVEP

amplitude during emotional videos which strongly correlates with the rated emotional intensity of the clips. This suggests that

narrative audiovisual stimuli have the potential to track dynamic emotional processing in the cortex, providing new avenues

for research in affective neuroscience. The findings highlight the potential of using realistic video stimuli to investigate how the

human brain processes emotional events in a paradigm that increases ecological validity. Future studies can further develop this

paradigm by expanding the video set, targeting specific cortical networks, and manipulating narrative predictability. Overall,

this study establishes a foundation for investigating emotional perception using realistic video stimuli and has the potential to

expand our understanding of real-world emotional processing in the human brain.
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Abstract

While previous research has investigated the effects of emotional videos on peripheral physiological measures
and conscious experience, this study extends the research to include cortical measures, specifically the steady-
state visual evoked potential (ssVEP). A carefully curated set of 45 videos, designed to represent a wide range
of emotional and neutral content, were presented with a flickering border. The videos featured a continuous
single-shot perspective, natural soundtrack, and excluded elements associated with professional films, to
enhance realism. The results demonstrate a consistent reduction in ssVEP amplitude during emotional
videos which strongly correlates with the rated emotional intensity of the clips. This suggests that narrative
audiovisual stimuli have the potential to track dynamic emotional processing in the cortex, providing new
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avenues for research in affective neuroscience. The findings highlight the potential of using realistic video
stimuli to investigate how the human brain processes emotional events in a paradigm that increases ecological
validity. Future studies can further develop this paradigm by expanding the video set, targeting specific
cortical networks, and manipulating narrative predictability. Overall, this study establishes a foundation
for investigating emotional perception using realistic video stimuli and has the potential to expand our
understanding of real-world emotional processing in the human brain.

The substantial impact of smartphone videos on society is unquestionable. Watching a recording of a
spontaneous event carries the viewer into a situation with realism and context that is missing in photographs.
Seeing and hearing the natural sounds as a narrative unfolds captures our attention and can evoke powerful,
long-lasting emotional states (Burns et al., 2008; Holman et al., 2014). Some studies have added emotional
audio tracks (Brown & Cavanaugh, 2016; Gerdes et al., 2013) or music (Spreckelmeyer et al., 2006) to static
emotional scene presentations while collecting ERPs to scene onset, and report modulatory effects primarily
on early latency components. However, the complexity of multimodal video makes it a challenging stimulus
to control experimentally, particularly for electrocortical measures.

Several peripheral psychophysiological studies have presented participants with studio film excerpts to evoke
emotion. Emotional as compared to neutral videos lead to elevated skin conductance, differential heart rate
modulation, and expressive facial muscle activity similar to that evoked by emotional and neutral scenes
(Bos et al., 2013; Codispoti et al., 2008; Christie & Friedman, 2004; Kolodyazhniy et al., 2011; Koruth et
al., 2015; Kriebig et al., 2007; Palomba et al., 2000). Affective startle modulation during video perception
also shows effects consistent with emotional scene studies (Bradley, 2007; Kaviani et al, 1999; Koukounas &
McCabe, 2001). In a series of studies using 27 content-matched emotional videos and scenes, videos were
shown to enhance ratings of emotional intensity (Detenber et al., 1998; Simons et al. 1999; Simons et al.,
2000; but see also Detenber & Reeves, 1996) and elevate skin conductance (Detenber et al., 1998; Simons
et al., 1999; but see also Simons et al, 2000). These studies of peripheral and reflex physiology demonstrate
the utility of emotional videos and suggest that the video may offer a more potent medium to induce states
of emotion in a research setting.

To our knowledge, only 2 studies have used video stimuli to induce emotional states while recording EEG,
both of which assessed changes in alpha-band power. One reported no differential effects of fearful, sad,
or neutral video content on frontal alpha power (Dennis & Solomon, 2010), and one employed both videos
and scenes (Simons et al., 2003), and reported reliable reductions in parietal alpha power during arousing,
compared to neutral videos. A possible reason for the scarcity of EEG studies of emotional video perception
is simply methodological, in that there is no single stimulus event from which an event-related potential
(ERP) can be averaged, the most common means of analyzing electrocortical activity.

This practical difficulty could be circumvented through the use of steady-state visual evoked potentials
(ssVEP) in combination with video presentation. Just as instructed spatial attention toward flickering stimuli
enhances ssVEP amplitude at the attended flicker frequency (Hillyard et al., 1997), motivated attention
enhances ssVEP amplitude during emotional relative to neutral flickering scene perception (Bekhtereva et
al., 2015, 2021; Keil et al., 2003; 2005). Conversely, if nonflickering scenes are presented in combination
with a competing flickering visual stimulus, ssVEP amplitude is reduced during emotional relative to neutral
scene perception (Deweese et al., 2014; Müller et al., 2008; Weiser et al., 2016). Here we explore whether
multimodal videos presented with a flickering border might show a similar modulation, such that emotional
videos would be associated with reduced ssVEP amplitude compared to neutral videos.

Several emotional video sets have been assembled and used to investigate emotional reactivity in self report
and peripheral physiology. However, these emotional video sets are not optimal for EEG recording, for
several reasons. Nearly all video sets use long and variable clip duration (1-15 minutes; Gilman et al., 2017;
Gross & Levenson, 1995; Hewig et al., 2005; Kreibig et al., 2007; Philippot, 1993; Schaefer et al., 2011). Many
emotion film sets also lack audio, or include narration and music (Cowen & Keltner, 2017; Gilman et al., 2017;
Philippot, 1993; Samson et al., 2016). In addition, all available video sets contain primarily content drawn
from studio productions. These professional films often switch between multiple camera viewpoints, such that
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the viewer experiences the scene from more than one perspective, creating a ’suspension of disbelief’ and
limiting ecological validity (Holland, 2003; Lee, 2004; Prentice & Gerrig, 1999). Studio films also often feature
well-known actors and special effects that lead the viewer to recognize that the action is artificial, which
suppresses emotional reactivity (Gross & Thompson, 2007; Hacjak, MacNamara & Olvet, 2010). Ideally, a
video intended to evoke emotion might present a situation as a true event, as it actually happened in the real
world. Because of the high prevalence smartphone video ownership, and the public posting of these videos,
there is now sufficient ’raw material’ available to assemble a realistic video set for experimental use.

Compared to static scenes, multimodal video clips present several problems with regard to experimental
control when recording electroencephalography (EEG). In order to interpret the potential differences in
electrocortical reactivity across video contents, the video set should not differ systematically in basic sensory
and perceptual features, while retaining factors that promote realism (Allison, Wilcox, & Kazimi, 2013;
Lin & Peng, 2015). These include a continuous single shot, a landscape perspective that places the viewer
in a ground-level position, ambient sound track without music or narration, and videographic quality that
does not suggest professional creation, to enhance the impression that the clip represents a genuine event.
A relatively brief duration of 10 seconds was chosen to provide short enough periods to enable multiple
exemplars from different emotional content categories, but long enough to engage and sustain an emotional
state during which a cortical response could be recorded.

Based on past work with emotional scenes, we hypothesize that emotional video perception will result in
reduced ssVEP amplitude toward the competing flickering border. As with past ssVEP and ERP studies
of emotional perception, the impact of pleasant and unpleasant videos is expected to be equivalent, and
strongly related to arousal ratings (Bekhtereva et al., 2015; Cuthbert, et al., 2000; Frank & Sabatinelli, 2019;
Keil et al., 2008). Alternatively, the dynamic nature of the video stimuli and the addition of an ambient
audio track may engage continuous perceptual processing across all videos to the extent that any differential
impact of emotional videos on ssVEP amplitude fails to rise above the ssVEP variability.

Methods

Participants . Forty-four participants were recruited from the University of Georgia student body and were
compensated with course credit. All participants gave informed consent after reading a description of the
study approved by the University of Georgia Human Subjects Institutional Review Board. Data from 2
participants were excluded due to excessive EEG artifacts (described below) leaving 42 participants in all
subsequent analyses. The mean age for final sample was 18.9 years (SD = 1) with a range from 18 to 22.
Thirty-four of the participants identified as female, 6 of the participants identified as Asian, 2 as Black, 1 as
multiracial, and 33 as White.

Video Stimuli Set . The goal in assembling the video set was to represent a wide variety of emotional and
neutral content, while holding basic perceptual features of the videos reasonably constant. The videos were
clipped to 10 seconds in duration with the intention to allow the viewer to recognize the nature of the situation
quickly, with the narrative maintained across the interval. The videos featured a single lens perspective that
placed the viewer roughly at eye level, and included a natural soundtrack. The videos excluded recognizable
actors or high production value elements associated with professional film (e.g. expert lighting, composition).
The intention was to minimize artificial elements that may break the viewer’s belief that the clips depict true
events. Videos were selected to depict roughly equivalent degrees of loudness and motion across emotional
and neutral videos to avoid a confound of emotion and action.

Forty-five clips meeting these criteria were collected from the internet that depicted a range of pleasant,
neutral, and unpleasant situations. These videos were divided into 5 groups of 9 videos each. Four of these
video categories depicted emotional situations, judged by the experimenters to be highly arousing (roller
coasters, passionate couples, graphic surgery, direct threats) or modestly arousing content (puppies, cute
babies; indirect threats). One group of 9 videos depicted active, but common life experiences (walking down
a busy street, a kitchen staff hard at work). The video clips were quantified on a number of basic perceptual
qualities. This included sound intensity, measured with a BAFX 3370 Digital Sound Level Meter placed at
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ear level at the participant’s chair. Audio was presented with a Dell A525 3-speaker system with subwoofer,
placed directed under the video monitor, and loudness was assessed as decibel (A weighted) values recorded
twice per second, and averaged across each video. Brightness was defined by converting the color videos to
grayscale and averaging the 0-255 values for each video frame. Movement depicted in the videos was quantified
as the average difference in grayscale pixel values between successive frame of each video, using the Magick
R package version 2.7.3 (Ooms, 2021). For example, during periods with high levels of movement in a video,
many pixels will show large changes in brightness from frame to frame. These changes were averaged to yield
a score representing the total movement represented in each video. Lastly, Shannon’s entropy was used as
an index of perceptual complexity, by quantifying the entropy value within each frame to provide a mean
and standard deviation across each 10 s video. These quantified video features will be correlated with the
electrocortical data along with emotional ratings of pleasantness and arousal collected from our participant
sample.

Experimental Design and Procedure. After providing informed consent, each participant was given instructi-
ons and seated in a chamber shielded for sound and electromagnetic noise. A 64-channel EEG net (described
below) was placed and adjusted over the course of 10-15 minutes. The research assistants then reminded the
participants to remain still and maintain fixation on a red cross at the center of the video screen throughout
the series. Participants were also asked to avoid blinking during each video clip presentation, to the best of
their ability.

The video series started with an acclimation trial, which presented a 10 s fixed checkerboard surrounded
by a flickering border. A delay of 12 s was then followed by the 45 experimental video clips, which were
arranged in a pseudo-randomized order with an average inter-trial interval (ITI) of 12 s (range 10 to 14 s).
Videos were ordered such that no more than two videos from the same category were shown in succession,
and that video contents were equivalently distributed across the series.

PsychoPy open source software (Peirce et al., 2019) was used to present the video clips and send triggers to
the EEG acquisition computer. The PsychoPy control files and video stimuli are available on Open Science
Framework (final link TBD). A Dell Optiplex 380 computer presented videos to a 60 Hz Westinghouse 32-in
LCD monitor, which was placed 1.6 m from the participants eyes, at a 960 by 648 pixel resolution, with
the video clip shown in the central 720 by 405 pixels (20º x 15º visual angle). The remaining monitor space
displayed a gray border (RGB value of [148, 148, 148]) around the video which flickered to black (RGB value
of [0, 0, 0]) at a 7.5 Hz frequency to evoke a steady-state visual potential. To ensure a precise flash rate, the
black border was drawn every eighth screen refresh on the 60 Hz monitor. The presentation code logged the
exact time of each flash of the border, which was consistent at 7.5 Hz for all videos and all participants.

Following the presentation of the video series, there was a brief (˜2 m) break while research assistants entered
the chamber and checked in with the participant and the status of the sensors. The video series was then
repeated in a new pseudo-random order. After the second video block, the recording equipment was removed,
and participants left the chamber and were given towels and water to clean the electrolyte gel out of their
hair. Participants then sat at a computer and viewed the 45 videos again and provided ratings of each video
using a computer-based Qualtrics survey. Videos were viewed to completion before participants could give
their ratings and advance to the next video. Ratings of experienced valence and arousal were recorded using
a computer-based version of the Self-Assessment Manikin (SAM) (Bradley & Lang, 1994). Participants input
their ratings of pleasantness and arousal on a scale of 1-9 in units of .1 by clicking and dragging a cursor. After
ratings were completed, participants filled out a brief post-experimental questionnaire, and were debriefed
on the rationale for the experiment.

EEG Data Collection. The EEG data were recorded using a BioSemi ActiveTwo 64-channel system (BioSemi
Amsterdam, Netherlands). The electrode cap was positioned according to the 10-20 system. Data were
recorded continuously in reference to common mode electrodes (CMS and DRL). The electrode offsets were
kept between 50 and -50 millivolts before data collection. The data were sampled at 512 Hz with no online
low- or high-pass filters. Triggers corresponding to video onsets were sent from the PsychoPy presentation
computer to the EEG system via a BioSemi USB Trigger Interface cable.
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EEG preprocessing. The EEG data were preprocessed using the MATLAB-based Electro Magnetic Encepha-
lography Software (EMEGS; emegs.org; Peyk, De Cesarei, & Junghöfer, 2011). The software implements an
artifact correction procedure designed for use with dense array EEG (Junghöfer, Elbert, Tucker, & Rockstroh,
2000). Offline, the EEG data were filtered using a low-pass Butterworth filter with a passband of 30 Hz and
stopband of 40 Hz. Because we were primarily interested in our steady-state driven frequency of 7.5 Hz, we
used a high-pass filter with a passband of 3 Hz and stopband of 1 Hz. From the continuously recorded data,
each trial was segmented from 100 ms prior to 10 s after video onset.

To identify trials and sensors that were contaminated by artifacts, sensor by trial distributions were made by a
composite measure from the maximum amplitudes, standard deviation, and the maximum first derivative by
EMEGS (Junghöfer et al., 2000). These distributions were jointly used to locate noisy channels as compared
to the distribution medians. Trials that contained excess artifact are removed by EMEGS, and sensors that
contain excess artifact are replaced by spherical spline interpolation with a weighted average of all remaining
sensors. The largest weights for this procedure go to the closest sensors that have the smallest standard
deviations. The data were then re-referenced to an average reference and the artifact detection procedure
was repeated.

To estimate the elicited ssVEP amplitude, waveforms for each video were created using a custom-built
function in MATLAB. The function used a Hilbert transform to isolate the 7.5 Hz phase and derive the
instantaneous amplitude at this frequency. This allowed us to transform our data to represent the border-
driven 7.5 Hz amplitude over each video presentation. Due to onset / offset transition effects, the first and
last second of video duration was excluded from analysis, leaving 8 seconds of ssVEP amplitude.

Following preprocessing, trials were averaged together by category for each of the 42 participants. To be
included in the final group, each participant were required to retain at least 50% of the trials from each video
category, otherwise the participant was excluded from further analysis, which resulted in the exclusion of 2
participants. Of the remaining sample of 42, 78.1% of trials were retained (standard deviation 9%) across
participants. Averaged ssVEP amplitude across the sample was used for the by-video correlation analyses
with emotional ratings and video features.

ssVEP data analyses. The amplitude of the ssVEP signal was sampled from 14 occipital sensors in which
the ssVEP signal is strongest, based on prior studies using similar designs (Müller et al., 2008; Deweese et
al., 2014; Bekhtereva et al., 2017), and confirmed with topographical representation of 7.5 Hz power in the
current dataset. These sensors included P1, P3, PO3, PO7, O1, Iz, Oz, POz, Pz, P2, P4, PO4, PO8, & O2.
To estimate ssVEP amplitude, the middle 8 seconds of video presentation (from 1 to 9 seconds after onset)
was averaged and used for all analyses to avoid onset and offset artifacts. There is considerable inter-subject
variability in overall ssVEP amplitude (Moratti et al., 2004; Weiser et al., 2016), thus within-subject data
were z-scored across video contents.

Self-reported emotion ratings and ssVEP amplitudes were analyzed across the 5 content categories using
repeated measure ANOVAs corrected for violations of sphericity as needed, with effects broken down by
paired t-tests, with Tukey correction. Effect sizes were quantified by the generalized eta squared (ηΓ

2
)

measure. Generalized eta can be interpreted such that .01 is a small effect, .06 a medium effect, and .14 a
large effect (Olejnik & Algina, 2003). Pearson’s correlations were used to assess the potential relationships
between ssVEP amplitude and video estimates of self-reported valence, arousal, luminance, sound intensity,
entropy, entropy SD, and pixel motion.

Results

Emotion Ratings. The video set was assembled to evoke both pleasant and unpleasant emotion states across
a range of intensities. Consequently, a repeated measures ANOVA found a strong difference between SAM
valence ratings between the 5 video categories (F ( 4,164) = 135.60, p< .001;ηΓ

2 = .690). As shown
in Figure 1, the pleasant videos elicited the largest valence ratings, followed by highly arousing pleasant,
neutral, unpleasant, and highly arousing unpleasant videos, with all differences significant. This pattern of
valence ratings is quite consistent with ratings of comparable categories of scenes (Farkas & Sabatinelli, 2023;
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Frank & Sabatinelli, 2019). Emotional arousal was also strongly modulated by video content (F ( 4,164) =
46.64, p < .001;ηΓ

2 = .285). Arousal ratings were equivalently enhanced by highly arousing pleasant, highly
arousing unpleasant, and unpleasant videos. These were followed by arousal ratings for pleasant videos,
while neutral videos were rated as least arousing. Table 1 lists the emotion rating means for each video, in
addition to luminance, sound intensity, entropy, entropy standard deviation, and pixel motion.

Steady-State visual evoked potential. Steady state visual evoked potential amplitude did not differ between
the first and second presentation of the videos (see Table 2) and were averaged together. Shown in Figure 2,
raw steady-state evoked amplitude was maximal over occipital regions and significantly modulated by video
content from 1-9 seconds after video onset (F ( 4,164) = 14.21, p< .001; ηΓ

2 = .013), with decreases in
7.5 Hz power evident during emotional, compared to neutral videos. Standardizing ssVEP amplitude across
participants yielded the same pattern of modulation, with considerably greater effect size (F ( 4,164) =
16.17, p < .001;ηΓ

2 = .283). Shown in Figure 3, video categories sharing the same letter in the legend (a, b,
or c) do not significantly differ. Thus, highly arousing unpleasant, unpleasant, and highly arousing pleasant
videos reduced ssVEP amplitude equivalently, followed by ssVEP amplitude during pleasant videos, which
differed only from ssVEP amplitude during high unpleasant and unpleasant videos. Lastly, neutral videos
evoked the smallest reduction in ssVEP amplitude, different from ssVEP amplitude during all other video
categories but pleasant, which was marginal (t = 2.72, p = .056). Also shown in Figure 3 is a histogram
of individual participants’ ssVEP amplitude across the 5 categories, representing the consistency of ssVEP
modulation across video content across the sample.

Pearson’s correlations were used to assess the relationship between raw ssVEP amplitude and emotional
and perceptual video features. Thus the averaged ssVEP amplitude for the subset of participants with
data for each of the 45 videos (average 34.2, SD = 4.6) was compared with the emotional ratings and
quantitative measures from all 42 participants. This analysis could reveal relationships between ssVEP
amplitude and video features that may be confounded with 5 video categories. For example, if videos with
high luminance, sound intensity, or motion tended to reduce ssVEP amplitude, and occurred more often in
emotional videos, correlations of these values may emerge if these features were not sufficiently distributed
across the 5 categories. Shown in Table 3, ssVEP amplitude correlated only with arousal ratings (R2 =
.308, p < .001), while valence ratings and all perceptual features showed no significant association. A trend
suggests a relationship between entropy SD (variability in perceptual complexity over time) across the video
and ssVEP amplitude (R2 = .074, p = .07). Shown in Figure 4, when averaged by video category across the
sample of 42, the correlation of arousal ratings and ssVEP amplitude was very high (R2 = .97, p < .01).

Discussion

In this study we demonstrated the feasibility of differentiating electrocortical reactivity evoked during multi-
modal emotional and neutral video perception. A considerable literature has employed video stimuli to evoke
states of emotion while assessing peripheral physiological measures and conscious experience, and here we
expand this area of study to cortical measures. This effort involved the curation of 45 brief video clips, and
the addition of a competing visual flicker to evoke a steady-state response that serves as a continuous index of
uninstructed emotional engagement toward each video clip. This novel paradigm resulted in reliably reduced
ssVEP amplitude that was clearly correlated with the rated emotional intensity of emotional videos, both
pleasant and unpleasant. Other perceptual video features that might be confounded with emotional intensity
and modulate ssVEP amplitude independent from emotion did not show any significant relationships. These
data demonstrate that narrative audiovisual stimuli can be employed to track dynamic emotional processing
in the cortex, potentially enabling new research questions to be addressed in affective neuroscience. Realistic
audiovisual clips have the potential to recruit multimodal brain networks involved in the dynamic perception
of emotional situations and thus evoke emotional states that more closely represent real life experience. While
technically challenging, this move toward increased ecological validity could prompt qualitatively different
brain states and expand our opportunities to understand how the human brain processes realistic emotional
events.

Multiple brain networks are involved in the processing of any dynamic, multimodal stimulus which contin-
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uously draws perceptual and integrative resources across visual and auditory modalities. The steep drop in
ssVEP amplitude in the first second of video presentation (Figure 2) likely reflects the rapid shift in cortical
entrainment from the initially dominant border flicker to the processing of the content of each video. The
additional reduction in ssVEP amplitude during emotional, compared to neutral videos appears to repre-
sent the enhanced activation of widespread sensory and association areas engaged by frontal cortical and
(indirectly) subcortical structures involved in emotional discrimination and response processing (Bo et al.,
2021; Frank et al., 2019; Liu et al., 2012; Pessoa, 2017; Sabatinelli & Frank, 2019). Prior ssVEP studies of
scene processing suggest an enhanced contribution of superior parietal, middle temporal and inferior frontal
cortex during emotional compared to neutral scenes (Keil et al., 2009; 2012; Moratti et al., 2004) that may
also support perceptual processing of motivationally relevant videos. The current study was intended to
demonstrate the feasibility of the paradigm, and thus we focused on modulation of ssVEP amplitude over
occipital sensors where the visual flicker entrainment is strongest. Given the relatively sparse coverage of the
64-channel EEG net and limited number of videos per category, a more detailed analysis was underpowered.
In future work with a larger video set and greater EEG sensor density, source localization analyses might
be applied to differentiate visual and auditory cortical contributions, as well as other cortical networks that
are dynamically engaged during emotional video processing.

A recent and relevant study by Stegmann & colleagues (2022) employed classical conditioning of shock with
32 s neutral videos that placed the viewer’s perspective as walking through empty office hallways, and used a
flickering overlay (a black frame appeared in the video every 50 ms) to induce a ssVEP and thus track cortical
engagement. Their data showed a decrease in ssVEP amplitude over occipital areas during CS+ acquisition,
consistent with the effects of the current study, though our videos were inherently emotion-evoking. The
use of a flickering border may therefore be equivalent to interspersed black frames, with the emotional or
conditioned content resulting in reduced ssVEP amplitude.

Compared to scenes, video stimuli are difficult to standardize, as each exemplar is a series of 240 images,
and their unfolding narrative is unpredictable to the viewer. The 45 videos assembled for this study were
selected to convey a reasonably consistent narrative, without radically unexpected changes. For example,
a video from the perspective of a person walking on a city street did not transform into a mugging, or
a surprise reunion with an old friend. While narrative variability is a potential confound if uncontrolled,
future studies might manipulate this predictability by including videos that shift from neutral to pleasant
or unpleasant, to potentially reveal how emotional networks characterize changing events. The audio track
could also be manipulated independent of the video clip to investigate the impact of consistent relative to
conflicting information, such as ambiguous language and voice inflection. Subtle changes may have large
effects in the interpretation of dynamic narratives which might be assessed with time-locked shifts of ssVEP
amplitude to video events.

Limitations . While encouraging, the use of video stimuli to evoke emotional states involves several limita-
tions. Compared to scenes, considerable labor is involved in video collection, editing, and balancing. The
use of a flickering border to elicit the ssVEP works against the intention to move the evocative stimulus
farther toward realism, and depends on an indirect reduction is flicker entrainment as the index of emotional
engagement. The lack of a single stimulus onset precludes the averaging of event-related potentials, and the
assessment of evoked cortical oscillations by video clips with scalp-derived EEG has not yet been demon-
strated, perhaps due to the difficulty of capturing consistent emotional network activity across participants
(Shen & Yi, 2019).

A common means of assessing emotional perception in the laboratory is with the late positive potential
(LPP; Ferrari et al., 2017; Hajcak et al., 2010; Schindler & Bublatsky, 2020; Schupp & Kirmse, 2021).
Thus it would be helpful to compare the modulation of the LPP with modulation of the ssVEP during
video perception within a single sample. The individual pattern of modulation (e.g., a bias toward pleasant
or unpleasant stimuli) and overall effect size of emotion may or may not be consistent, depending on the
relationship between the conscious recognition and elaborative processing reflected in the LPP to a static
scene and the ongoing deciphering and evaluation of videos.
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Though arousal ratings clearly coincide with the degree of ssVEP reduction, the valence of the videos do not
appear to differentially affect ssVEP amplitude, similar to the LPP (Frank & Sabatinelli, 2019; Codispoti et
al., 2021). Future studies may exploit the 10 second duration to contrast pleasant and unpleasant videos to
potentially reveal valence (or reward) related effects that may originate in anterior medial regions (Costa et
al., 2010; Junghöfer et al., 2017; Sabatinelli et al., 2015) that may become evident during the comparatively
long duration video stimuli.

In the current design, the video and its flickering border were presented simultaneously, thus intermixing
the brain’s response, and delaying the evidence of emotional modulation until entrainment had stabilized
and the content of the video could be understood by the participant. Future research could separate these
2 events by initiating the flicker prior to video onset, ideally using an audiovisual stimulus that shared the
basic sensory features of the upcoming video. This refinement to the paradigm may allow a more temporally
resolved assessment of emotional reactivity (Bekhtereva et al., 2018).

Conclusions . In summary, this study found a significant modulation of ssVEP amplitude during naturalistic
multimodal videos, which correlated strongly with rated arousal. This finding suggest that narrative audio-
visual stimuli can be used to track emotional processing in the cortex, potentially enabling new research
questions to be investigated which could facilitate a better understanding of how the human brain processes
realistic emotional events. Future development and improvement can expand the utility of this approach to
studying emotional processing in the laboratory.

Figure Legends

Figure 1 . Self-reported emotional valence and arousal ratings (1-9 scale) from the sample for the 45 video
clips, with standard error bars.

Figure 2 . At left, a topographical distribution of 7.5 Hz ssVEP power, demonstrating a concentration over
occipital sensors. At right, the time course of the sample’s ssVEP power averaged over 14 occipital sensors
for each of the 5 video contents.

Figure 3 . At top, the standardized ssVEP power average for each video content category, averaged from 1-9
seconds after onset of each 10 second video, with standard errors. Categories sharing a letter in the legend
do not differ reliably. At bottom, a histogram of individual participants’ average ssVEP power by video
category, demonstrating the general consistency of the grand mean across the sample.

Figure 4 . The inverse relationship between rated arousal of the videos and ssVEP amplitude during video
perception.
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