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Abstract

This research deals with the Kaup-Newell model (KNM), a class of nonlinear Schrédinger
equations with important applications in plasma physics and nonlinear optics. Soliton solutions
are essential for analyzing nonlinear wave behaviors in different physical systems, and the
KNM is also significant in this context. The model’s ability to represent sub-picosecond pulses
makes it a significant tool for the research of nonlinear optics and plasma physics. Overall,
the KNM is an important research domain in these areas, with ongoing efforts focused on
understanding its various solutions and potential applications. A new version of the generalized

exponential rational function method (nGERFM) and (g—;)—expansion function methods are

utilized to discover diverse soliton solutions. The nGERFM facilitates the generation of multiple
solution types, including singular, shock, singular periodic, exponential, combo trigonometric,

and hyperbolic solutions in mixed forms. Thanks to (g—;)—expansion function method, we
obtain trigonometric, hyperbolic, and rational solutions. The modulation instability (MI) of
the proposed model is examined, with numerical simulations complementing the analytical
results to provide a better understanding of the solutions’ dynamic behavior. These results
offer a foundation for future research, making the solutions effective, manageable, and reliable
for tackling complex nonlinear problems. The methodologies used in this study are robust,
influential, and practicable for diverse nonlinear partial differential equations (NLPDEs); to
our knowledge, for this equation, these methods of investigation have not been explored before.
The accuracy of each solution has been verified using the Maple software program.

1 Introduction

The advancement of many scientific and engineering fields has been greatly supported by nonlinear
partial differential equations (NLPDESs), which provide valuable insights into the complexities of



physical and biological processes. The historical development of NLPDEs dates back to the 18th and
19th century, when mathematicians and physicists first began to formulate mathematical models
to describe natural phenomena. Initially emerging in the study of fluid dynamics, heat transfer,
and wave propagation, these equations have since found applications in a wide array of disciplines,
including electrical engineering, magnetism, quantum mechanics, and biological systems. Over
time, the study and solution of NLPDEs have evolved, driven by both theoretical advancements
and the increasing power of computational methods, leading to a deeper understanding and more
accurate modeling of intricate systems [1-4].

In the 19th century, Scottish engineer John Scott Russell first observed solitons, which are
extraordinary nonlinear wave phenomena that sustain their shape while propagating at a uniform
speed. He noticed a solitary wave that traveled long distances without dissipating, a phenomenon
that intrigued scientists for decades. The mathematical foundation of solitons was later developed
in the 1960s with the advent of the Korteweg-de Vries (KdV) equation, which describes shallow
water waves. Solitons have since found applications across various fields, including fiber optic
communications, where they enable stable, long-distance data transmission; plasma physics, where
they help explain phenomena in magnetic fields; and even in biological systems, such as in the
propagation of nerve impulses. The study of solitons has not only deepened our understanding of
nonlinear wave dynamics but also spurred technological innovations in multiple domains [5-9].

Analytical solutions to NLPDESs provide profound insights into the behavior of complex systems
governed by these equations. Unlike their linear counterparts, NLPDEs often exhibit intricate and
diverse phenomena such as shock waves, solitons, and turbulence, making their solutions highly
valuable but challenging to obtain. Analytical methods aim to find the exact solutions or simplifi-
cations that reveal the underlying structure and dynamics of the problem. Techniques such as the
separation of variables, similarity transformations, the method of characteristics, and the inverse
scattering transform has been developed to tackle specific types of NLPDEs. These methods not
only help in understanding the fundamental properties of the solutions but also serve as bench-
marks for validating numerical and approximate solutions. Despite their complexity, analytical so-
lutions remain a cornerstone in the study of NLPDEs, offering clarity and depth to the exploration
of nonlinear systems in physics, engineering, and beyond. In the present day, there are numer-
ous trustworthy and well-developed techniques for finding both analytic and numerical solutions
to NLPDEs, including the well-regarded modified auxiliary equation method [10], extended sinh-
Gordon expansion technique [11], improved tanh approach [12], extended (g—;)—expansion method
[13], improved F-expansion method [14], polynomial expansion technique [15], Sumudu transform
homotopy perturbation method (STHPM) [16], Painlevé analysis [17], Lie group analysis, group
invariant solutions, and conservation laws [18], Hirota bilinear method [19] and so on.

In this work, we will examine the KNM, which is described by [20]:

Ol (x,t) T(z,t) . 0 2 0 2 _
i 0 T ia- <|F(x,t)| F(m,t)) = (|F(m7t)| ) D(z,t)=0, (1)
in which 72 = —1, I' = T'(x, t) represents a complex-valued wave function. The specific meanings of

the non-zero real coefficients 6, a, and 3 represent coefficient of group velocity dispersion, coefficient
of self-steepening term and coefficient of nonlinear dispersion, respectively.

This study emphasizes the need for innovative solution methods to uncover the fundamental
mathematical frameworks governing real-world physical systems. We present efficient analytical
techniques based on finite series expansion to generate new and exact wave solutions for the KNM,



revealing results that have not been documented before. These techniques serve as powerful tools
for researchers addressing challenging mathematical issues in various scientific areas.
The principal aim of this study is to investigate different and novel optical soliton solutions for

Eq.(1). In this sense, the nGERFM and the (g—;)—expansion function method will be used. It

can be easily concluded that these analytical solution methods are very effective and successful in
finding exact solutions to NLPDEs.
The paper is structured as follows: Section 3 describes the techniques, specifically the nGERFM

and (g—;)—expansion function method. Analytical solutions for the model are discussed in Section

4. Section 5 offers comparisons, Section 6 presents graphical explanations and Section 7 explains
the conclusions.

2 Methodology

Consider the NLPDE as follows:

o 2 2
s %P(ﬁf, t), @F("E, t)

By implementing the complex wave transformation shown below

Yi[[(x,t), %F(m,t) z,t),..] =0. (2)

FrR

F(I,t) = (I)(é.) eXp(iT($,t))7 £:I—Wt7 T(I,t) = —31‘—|—Ct+007 (3)
Eq.(2) is transferred to

Y2[®, @', 8", 8", ..] =0. (4)

In Eq.(3), w, s and ¢ are the non-zero real constants.

2.1 The details of the nGERFM
Step 1. Let we set up the solution of Eq.(4) as [21]:

no -l/ n no —[/
2 =kot 3 _kn <1<(§>)> +2 ( ©

) )

=% exp(11€) + 2 exp(928) (6)
s3 exp(13€) + saexp(1a§)

In the pre-assumed structures Eq.(6) and Eq.(5), ¢;, 2 (¢ € [1,4]) and ko, kn, 1, (n € [1,n0]) are
unknown coefficients. In addition, to determine the value of the positive integer ng, we can make
use of various balancing rules documented in the literature.

Step 2. Substituting the expression from Eq.(5) into Eq.(4) produces a polynomial equation
(01, 02, 03, 04) = 0 in terms of g, = V%) for v = 1,2,3,4.

Step 3. At last, we obtain analytical solutions for Eq.(2) by substituting the results derived
from solving this system into the general expression of Eq.(5).

in which




2.2 The summary of (g—;)—expansion function method

’

Step 1. Consider the solution of Eq.(4) is characterized by the expression in (%)-expansion

method as follows [22]:
no Vel n Ied —n
B&)=po+y <pn () o () ) | (7)
P G2 G2

in which G = G(&) holds
G\’ G\’
<G2> =p+A <G2> ; (8)

where A # 0, p # 1 are integers. To complete the process, it is necessary to find the constants
00, Prs0n (n=1,2,3,....,n9).

Step 2. As a result, (g—;) provides the following three types of solutions:

Scenario I, Trigonometric family: If uA > 0, then

G\ _ [ ©Oicos (VEAE) + Oz sin (VEAE)
(G2) N \/: (@2 cos (V/uAE) — Oy sin (m&)) ' )

Scenario II, Hyperbolic family: When pA < 0, then

(G,> V] [ ©1sinb (2~/|,M|g) + O, cosh (2\/\u)\|§) O,

)= . (10)

A ©1 sinh (2\/W§> + ©1 cosh (2\/W§> — 0,

Scenario III, Rational family: When p =0, A # 0, then

G’ O
Rl [ (- — (11)
G? A(©1€ + O2)
in which ©; and O, are constants.
Step 3. To find the ng, the homogeneous balance rule is applied.
Step 4. By inserting from equations Eq.(7) and Eq.(8) into Eq.(4), we get a set of algebraic
equations.
Step 5. By investigating the specific terms, we found the necessary set of parameters.
3 Extraction of the soliton solutions
The real and imaginary parts of Eq.(1) can be obtained by adopting Eq.(3):
09" — (c+ 05*)® + as®® = 0, (12)

and

—(w —205)®" + (3a — 28)P?d’ = 0. (13)



From Eq.(13), we can establish the following constraint conditions:

2
a= 55 (14)
with the speed of soliton:
w = 20s. (15)
Utilizing Eq.(14) into Eq.(12) yields
60" — (c + 05%)® + %sﬂqﬁ 0. (16)

3ng = ng + 2 is obtained by using certain standard balancing principles in Eq.(16) between ®3
and ®”. Hence, one should take ng = 1.

3.1 Main results of solving model Eq.(1) using technique I
Eq.(5) can be expressed as

() is specified by Eq.(6).
Class 1:
Taking [<17<27§37§4} = [13 17 170] and []13]23.733‘74} = [03 17 270] in Eq(G) yields

1+ exp(§)
exp(2¢)
To obtain the parameter values, we solve the algebraic equations with Maple (or Mathematica).

The collection of responses generated might be given as:
Type 1.1:

6 = (18)

c= 9(25 +1),

) 39 | 30
I{/’Q = ?2 —_— 1{31 +
S

By plugging the aforementioned values of kg, k1, {1 into Eq.(17), we get
\f exp(§) — 1
¥+ () = «(22ET). (19)
ﬁs exp(§) +1
We find the following exponential function solution for Eq.(1) using Eq.(19)

TE (2,1) = *[ Bs « (exp(l’—w”—l

exp(z —wl) T 1) x exp(i {—sx + ct + ¢o}). (20)



Type 1.2:

c:—g(252+1),

5 [ 30 30
ko = :F§ —@, k‘l =0, ll = =+6 —@.

By inserting the aforementioned values of ko, k1, l; into Eq.(17), we get

V3 | 6 3exp(£) — 2
T2\ B <3exp<£>+2>'

The exponential function solution for Eq.(1) is found using Eq.(21) in the following manner:

T (§) = (21)

V3 0 exp(x —wt) — 2
+ _ _y= o o
[To(z,t) = 5 Bs X <3exp(aﬁ—wt) +2) x exp(i{—sx + ct + cp}). (22)
Class 2:
When we ple [gla S2, §37§4] = [17 713 2270] and []13]23]33‘74} = [Zv 71‘7 13 O] in Eq(6)7 we reach
sin(§)

—I = . 23
© =t (23)

To acquire parameter values, we use package programs to solve algebraic equations; the collection
of solutions that result can be stated as:

Type 2.1:
c=—0(s* - 2),
30 30
ko =14/ —— ky = Iy =424/ ——.
0 687 1 07 1 BS
These values are entered into Eq.(17), yielding
0 sin (£) 4 cos (§)
DEE) = V3 [—— x [ SIS ) 24
) =3 Bs x (cos (&) —sin (§) (24)

By employing Eq.(24), we derive the following combo trigonometric soliton solution for Eq.(1):

T (o) = - x (SIS opli (so et k). (29

c=—0(s*—2),



36 36

Y ) kl = B
Bsy /2L ps

These values are entered into Eq.(17), yielding

ko=7F

E(E) = V3 —*Xcot(@

By substituting Eq.(26), we derive the singular periodic solution for Eq.(1) as follows:

FQQ(I t) =3/ —— ><cot (x —wt) X exp(i {—sx + ct+co}).
Class 3:
For [<17§27§3a§4] = [17717230] and []17]27]37.74] = [17713 7170] in Eq(ﬁ) pI‘OVidGS
sinh(&)
36) = ——=.
©= o8

By implementing the nGERFM procedure, we obtain

c=—9(32—|—2),

ko_sr = f

These values are entered into Eq.(17), yielding
V3
/o
Bs ~Bs

By using Eq.(29), we reach the next shock solution for Eq.(1)

dE(E) = x tanh ().

03
I (x,t) = L x tanh (x — wt) x exp(i{—sz + ct + ¢o}).
Bs\ /%
Class 4:
In EQ(6)7 plelng [glu <27<37§4] - [27 07 1u 1] and [Jl7j27j37j4] = [17 072.7 _Z] pI'OdUCQS
exp(§)
) =—>=.
cos(§)
We also achieve
Type 4.1:
c=—0 (82 — 2) ,

(27)

(30)



30 30
2 k=0, =722
657 1 ) 1 + 63

These findings combined with Eq.(17) produce

-3 2cos (&) sin (§) — 1 (32)
2cos (£)® — 1 '

As a result of our findings, the following combo trigonometric soliton solution is achieved:

Ffl (z,t) = /3 [ <2C05 ;C;S“(fi)ilzg - “it) 1) x exp(i {—sx + ct + co}). (33)

Type 4.2:

ko = +

c=—9(82—2),

) 0
R N

Bs\/-3 Bs’

These findings combined with Eq.(17) yields
03

_ 765\/%

Therefore, one way to describe the singular periodic solution is as

x tan (§) . (34)

0v3
Fil(x,t) = L X tan (z — wt) x exp(i {—sz + ct + co}). (35)
Bs\ /2
Class 5:
In Eq.(6), considering [s1, <2, 3 54] = [2,0, 1, 1] and [31, 72, 13 a] = [0,0, 1, —1] generates
)= (36)
~ cosh(¢)’
We accomplish
Type 5.1:
c 0 (s*+2)
30
= =0 lh = -
ko 0, kl ) 1 BS

By plugging the values of ko, k1, I; into Eq.(17), we gain



®F () =31/ ——= x coth (€). (37)

As a result, we can derive singular soliton solutions given by:

I (x,t) = V31 —— X coth (z — wt) x exp(i {—sz + ct + co}). (38)
Type 5.2:
c=—0 (32 + 8) ,
30
ko=0 ki =1 =+4/——.
0 ) 1= Bs
For these reasons, along with Eq.(17), the following result is most likely to be achieved
2cosh (€)? — 1
—]. 39
¥R =3 Bs (cosh (&) sinh(&) (39)

The mixed form of the hyperbolic solution is expressed as

IF, (2.1) _ 3 | (Sm;llm—i—_2:(t))blclo(sﬂfhzij)wt)) x exp(i{—sz+ct + co}). (40)

Class 6:
In Eq.(6), considering [¢1,$2,¢3,54] = [2,0,1,1] and [j1, 72, J3,74] = [—2,0,1, —1] generates
exp(—2¢)
(e) = 2 (41)
‘We reach
c=—0 (52 + 2) ,
30 30
ko = 24/ —— ki=0 1 =34/ ——.
0 /857 1 ) 1 /88
By entering the values of kg, k1, [; into Eq.(17), one gets
1 h 2sinh
@:‘:(5) — —__x C.OS (g) + SHL (6) . (42)
p sinh (&) + 2 cosh(§)

We arrive at the combo soliton solution by using the Eq.(42)

(. t) = V3 | 251nh (x — wt) + cosh(x — wt)) % expli {—sz + ct + co}). (43)

2 cosh(z — wt) + sinh(x — wt)




Class 7:
If we take [¢1,<2,¢3,54] = [1,1,2,0] and [y1, 92, J3, 74] = [, —4,0,0] in Eq.(6) provides

() = cos(§). (44)
We have,
c=—0 (32 + 4) ,
ko =0, ki =10 =+ —;—Z.

When these results are analyzed in conjunction with Eq.(17), we get the following outcome

0 1
() = \/5\/—75 * cos (€)sin(€)’ "

As a result, we have the periodic solution given below:

0 1 .
IF(z,t) = V3 ~3s X (@ — o) sin(z — o) x exp(i {—sx + ¢t + ¢o}). (46)

3.2 Main results of solving model Eq.(1) using technique II
Eq.(7) can be expressed as

(&) = po + p1 (g;) + 01 <2;>1 (47)

in which pg, p1, and o are real parameters and are determined later. The use of Eq.(16) and Eq.(47)
together with Eq.(8) gives the cluster of algebraic expression. By accumulating and equating to
zero the power coefficients of the (g—;) The values of pg, p1, and o1 are derived by handling the
resulting algebraic system.

Cluster 1: ¢ = —4\uf — 520, po =0, p3 ==+ —g—g, o1 ==xp —Z—i.

Cluster 2: ¢ =2 \uf — 520, po =0, p=+\/-3L o =

Cluster 3: ¢ =2 \uf — 520, po =0, p1 =0, o1 ==4p/—3.
For Cluster 1, the following solutions are built.

Case-1: If u) > 0, then by using the Eq.(3), family of trigonometric solutions can be presented
as follows:

72—2\/¥(@1 cos(m(mfwt))+@2 Sin(\/,ui)\(aszt)))
(@2 cos(m(wfwt))fel sin(m(szt)))
H\/%(@Q cos(ﬂ(r—wt))—@l sin(\/ﬁ(z—wt)))
\/E(Gl cos(m(r—wt))+®2 sin(\/ﬁ(m—wt)))

F1i,1(33»t) = xexp(i x {—sz +ct+co}). (48)

10



Case-2: If u)\ < 0, then by using the Eq.(3), family of hyperbolic solutions are written as
follows:

72—2\/77%(@1 cosh(2m(x7wt))+@1 sinh(Z\/TuA(mfwt))Jr@g)
(@1 Cosh(2\/—7u)\(w—wt))+@1 sinh(2m(w—wt))—®2)
p‘\/%(@l cosh(2\/77p)\(m7wt))+(~)1 sinh(2\/77,u)\(m7wt))f@g)
H(@l cosh(2m(m—wt))+(~)1 sinh(2\/—7p)\(m—wt))+(~)2)

Fli,z(%t) = xexp(ix{—sz + ct + co}).

(49)
Case-3: If 4 =0, A # 0, then by using the Eq.(3), a family of rational solutions are written as
follows:

ng(%t) = x exp(i X {—sz+ct+co}).

_,(33%@1 B )\ﬂ\/_—%z(@1 (x —wt) + O)
(@1 (:ZJ — wt) + @2) 0,

(50)
For Cluster 2, the following solutions are built.
Case-1: If uA > 0, then by using the Eq.(3), family of trigonometric solutions can be shown as
follows:

72—‘2;@(@1 cos(m(mfwt))qL@g sin(\/,ui)\(xfwt)))
(@2 cos(m(wfwt))fel sin(m(szt)))
u@(@g cos(m(r—wt))—@l sin(m(z—wt)))
ﬁ(@l cos(\/ﬁ(x—wt)>+®2 sin(\/ﬁ(x—wt)))

s, (z,t) = x exp(i X {—sx + ct +¢o}). (51)

+

Case-2: If p)\ < 0, then by using the Eq.(3), family of hyperbolic solutions are written as
follows:

A\/ig—z\/j%(el cosh(2m(z7wt))+@1 sinh(Z\/Tu)\(aszt))Jr@g)
(@1 cosh(2\/—7u)\(w—wt))+@1 sinh(2m(w—wt))—®2)
p‘\/%(@l cosh(2\/77;t)\(m7wt))+(~)1 sinh(2\/77,u)\(m7wt))7@2)
H(@l cosh(?x/i,u)\(xfwt))Jr(—)l sinh(Q\/fp)\(mfwt))qt@g)

Dyo(a,t) = xexp(ix{—sz + ct + co}).

(52)
Case-3: If 4 =0, A # 0, then by using the Eq.(3), a family of rational solutions are written as
follows:

- -326, Miy /=32 (01 (x — wit) + Os) ,
23(w,t) = 1wl £ 65) o x exp(i X {—sz+ct+co}).

(53)
For Cluster 3, the following solutions are built.
Case-1: If uX > 0, then by using the Eq.(3), family of trigonometric solutions can be illustrated
as follows:

11



—Z—Z\/g(el cos(\/ﬁ(z—wt))+®2 sin(\/ﬁ(r—wt)))
(@2 cos(\/ﬁ(szt))f@l sin(\/ﬁ(szt)))
u@(@z cos(\//ﬁ(oc—wt))—e)l sin(m(x—wt)))
\/E(G)l cos(\/ﬁ(z—wt))-i-@g sin(\/ﬁ(w—wt)))

Féﬂ(x»t) = x exp(i x {—sx + ct +co}). (54)

+

Case-2: If u\ < 0, then by using the (3), family of hyperbolic solutions are written as follows:

—2—2, /-5 (@1 Cosh(2m(z—wt))+®1 sinh(2\/—7,u)\(z—wt))+®2)
(@1 cosh(2\/77;t)\(:v7wt))+@1 Sinh(2\/77;t)\(m7wt))7@2)
oo /_?TZ (@1 cosh(2\/—u)\(ac—wt))+®1 sinh(2\/—u)\(9c—wt)>—®2)
\/ —%(@1 cosh(2\/—u>\(x—wt))+®1 sinh(2\/—u/\(x—wt))+®2)

Fét,z(%t) = xexp(ix{—sx + ct + co}).

(55)
Case-3: If 4 =0, A # 0, then by using the Eq.(3), a family of rational solutions are written as
follows:

—%Z@l AL —%Z (@1 (x—wt)—i—@g)
r t) = - | x {— t :
33(7,t) @1 —wl) £ 63) o x exp(i X {—sx +ct +co})

(56)

4 Modulation instability analysis

In many nonlinear systems, the interplay between dispersive and nonlinear effects leads to modula-
tion instability in steady states. Specifically, in the context of optical fibers, modulation instability
is a well-researched phenomenon that is significant for designing fiber optic communication systems.
Here, the optical signal propagates through the fiber and is represented by the wave field, with the
Kerr effect causing nonlinearity by affecting the fiber’s refractive index based on light intensity. In
nonlinear wave equations, modulation instability describes how small perturbations can grow expo-
nentially to form new structures or patterns. This section focuses on investigating the modulation
instability (MI) of the equation using linear stability techniques. [23].

Eq.(1) provides a definition for the modulation instability of traveling waves. Assume that the
perturbed solution is represented by

T (z,t) = (\/13—1— u(x,t)) e (57)

in which A is used to denote the normalized optical power. When we use Eq.(57) in Eq.(1), we
obtain

iy — ON*u 4 210 uy + Oug, = 0. (58)

Let us consider a solution to Eq.(58) expressed as

u(x,t) _ llei(kz—wt) + lze—i(kw—wt). (59)

12



Here, k is the normalized wave number and w denotes the frequency. By integrating Eq.(59) into
Eq.(58), and isolating the coefficients of ¢?(¥*=wt) and e~ik#=wt) to solve the determinant of the
coefficient matrix, we obtain the following dispersion relation:

(—(k—)\)29+w)—(k+>\)20—w:O. (60)
By analyzing dispersion relation Eq.(60) for k, we can derive
— 2
P 0 (00)\ + w).

The dispersion relation obtained provides insights into the stability of the steady state. A real
component for k indicates that the steady state is stable against small perturbations, whereas an
imaginary k signifies instability and results in an exponential growth of perturbations.

5 Graphical Explanation

In this section, we will describe the parameters that were used to generate the plots. Using these
parameters, we will illustrate 3D, contour, and density plots for some of the solutions that we have
derived.
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Figure 1. The 3D, contour, and density plots for the solution |I'1 1(z,¢)| in Eq.(20) when 8 = 3,
a=2,0=3s=4,w=24,c=2,c9g=0, and £ = x — wt.
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Figure 2. The 3D, contour, and density plots for the solution |I's 1 (z,t)| in Eq.(25) when 8 = 3,

a=2,0=3,s=4,w=24,¢c=2,¢=0, and £ =z — wt.
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Figure 3. The 3D, contour, and density plots for the solution |I's(x,t)| in Eq.(30) when 8 = 3,

a=2,0=3s=4,w=24,¢c=2,¢c9g=0, and £ = x — wt.
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Figure 4. The 3D, contour, and density plots for the solution |I'y i (z,t)| in Eq.(33) when 8 = 3,

a=260=3s=4,w=24,¢c=2,c9g=0, and £ = x — wt.

14

t



|50, 8] |Fs1(x. 0)]

Figure 5. The 3D, contour, and density plots for the solution |I's 1 (z,t)| in Eq.(38) when 8 = 3,
a=2,0=3,s=4,w=24,¢c=2,¢9=0, and £ =z — wt.
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6 Comparisons

In this section, we compare the results of our investigation with those from previous studies that
employed different analytical methods and are documented in the literature. Highlighting the
unique qualities and innovative contributions of our present research is the aim of this comparative
analysis. In [24], the KNM was studied by using the Jacobian elliptic function to find new type
solutions. In [25], the author uncovered analytical solutions, including bright, dark, and singular
solitons, and other types of solutions by using the extended simplest equation method. Our work

synthesizes this research to apply the more effective technique, namely the nGERFM and (g—;)—

expansion function method. Thus, by implementing these two methods, we give novel soliton
solutions, such as exponential function, singular periodic, shock, singular, combo trigonometric,
hyperbolic solutions in mixed form, trigonometric, hyperbolic, and rational solutions.

As a result of carefully selecting the study’s parameters, it becomes evident that many of
the study’s conclusions are in line with previous research findings. Recall that these outcomes
were originally expressed differently from ours, even though there may have been some parallels.
Despite an extensive search of relevant publications, no solution identical to the one revealed in
this work could be found. The fact that the remaining results we have obtained do not seem to
have been published before highlights their novelty and innovation. The outcomes displayed in this

investigation were obtained by utilizing the nGERFM and (g—;)—expansion function method.

7 Conclusion

In this study, the KNM models the glamorous technology of sub-picosecond pulses that spread via
single-mode optical fibers is investigated using two innovative methods, namely the nGERFM and

(g—;)—expansion function method.

To begin with, we regarded the nGERFM. The use of nGERFM enabled us to obtain several
classes of soliton solutions, such as shock, singular, singular periodic, exponential, combo trigono-

metric, and hyperbolic solutions in mixed forms. Secondly, we considered the (%)—expansion

function method. By using this method, we get trigonometric, hyperbolic, and rational soliton
solutions. A key benefit of these techniques is their capability to predict and organize solution
structures from the start. By using Mathematica to create 3D, density, and contour plots, we were
able to graphically represent the obtained soliton solutions based on selected parameter values. The
logical and lucid methodology makes it possible for interested parties to solve their NLPDEs right
away. The outcomes of this research show that the offered methodology is promising for uncover-
ing a variety of soliton solutions in nonlinear optical equations. The modulation instability (MI)
analysis performed on the model also contributes new insights.

The soliton solutions we have achieved are original and unique to the KNM equation. Further-
more, in comparison to many previous studies, our discoveries offer a more exhaustive range of
functions, including hyperbolic, periodic, rational, trigonometric, and exponential solutions. These
validated solutions are applicable for analyzing NLPDEs across fields such as applied sciences,
plasma physics, mathematical physics, nonlinear dynamics, and engineering. Future research could
focus on examining the long-term behavior of these solitary wave solutions and exploring how
different parameters affect system dynamics to discover new phenomena.
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