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Abstract
Mining logic rules from structured knowledge bases is the basis of knowledge engineering. Due to the
NP-hardness of the rule mining problem, logic rules cannot be efficiently induced from knowledge bases,
especially large-scale ones, and most mining techniques employ algorithmic and architectural optimizations
to improve efficiency. Data-oriented optimizations have also been explored to some extent, but the data
efficiency is relatively low, and the memory consumption is thus becoming a new challenge for state-of-the-
art systems. In this article, we propose a compact and efficient index structure for the maintenance of the
intermediate data during top-down rule mining. The index is based on a mapping from constant symbols
to integers and the sorting of the mapped integers. We evaluate our method on six datasets which contain
up to 160K records and are frequently used as benchmarks in knowledge engineering related tasks. The
experimental results show that the proposed technique speeds up the rule mining procedure by 5x on average
and reduces memory consumption by up to 70%. The space overhead of the data structure is about twice that
of the indexed records, which is more than 80% lower than that of the state-of-the-art technique.

K E Y W O R D S

rule mining, optimization, indexing, data structures, data efficiency, knowledge bases

1 INTRODUCTION

Logic rule mining provides an interpretable and manipulable way to induce semantic patterns from structured knowledge
bases (KBs)1. Induced rules can be used to predict missing knowledge2,3, answer questions/queries4,5, integrate different
knowledge6,7, and detect information redundancies8,9,10,11. However, rule mining algorithms are usually slow and consume a lot
of computational resources.

The main reason for the low efficiency of rule mining algorithms is that the complexity of the rule mining problem is NP-
hard10, and the search space of logic rules is exponential to the size of KBs and the maximum length of rules. Although pruning
techniques have been extensively proposed2,12, the number of candidate rules explored during mining routines remains orders of
magnitude more than the ones that are qualified and returned10. Moreover, the cost for a single evaluation of a specific logic
rule is also expensive, especially on large-scale KBs, as the number of variable substitutions in a rule is also exponential to the
maximum rule length.

Top-down rule mining techniques have been more extensively optimized and are thus usually faster than bottom-up ones.
Although many recent works explore neuro-symbolic approaches to logic rule mining13,14, these approaches require additional
hardware support, such as GPUs, to complete the task. In order to improve the mining efficiency, most top-down techniques
optimize the mining algorithm2,10,15,16 and the implementation architecture17,18 of the algorithms. Databases and customized
data structures have also been exploited to maintain records/tuples in a KB and build indices for fast queries. For example,
QuickFOIL19 implements the FOIL algorithm20 based on relational database systems and groups queries to avoid repetitive
data operations. AMIE2 employs an in-memory RDF database and builds permutation indices for RDF tuples. SINC 21 uses a

Abbreviations: KB, knowledge base; RDF, resource description framework; ILP, inductive logic programming; SIB, sorted-integer-based; SR, sorted referece; VC, values in columns;
IO, index offsets; NV, numbers of values; LLM, large language model.
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T A B L E 1 Memory cost (Byte) of rule mining

KB Fs Fm UMLS CoDEx WN18 NELL-500

Disk Space 36.44K 148.78K 58.21K 300.43K 1.75M 1.71M
Memory Cost of SINC 32.37M 235.21M 1.43G 6.63G 2.64G 6.90G
Memory Expansion 910 1619 25832 22848 1550 4136
Proportion of Cache (%) 56.49 57.81 73.79 81.13 23.95 64.16

*The memory expansion is the memory cost of SINC over the disk space used by the original KB.

customized data structure to cache intermediate results of logic rule inference, and the inference of other rules may be simply
obtained by modifications to the cached content.

Nevertheless, the data efficiency and operation efficiency in such approaches still need improvement. Database systems are
efficient for indexing records in KBs, but repeated data queries cannot be fully avoided10. The query engines in database systems
are optimized for generic data queries rather than logic inference in which join queries dominate the query patterns. For example,
although customized data structures and the fine-grained specialization operations12 have been employed in the state-of-the-art
system SINC to improve the reuse of intermediate data and simplify data queries to a small set of basic operators, resulting
in orders of magnitude acceleration towards previous approaches, the indices of the cache consume too much memory space,
especially when mining large KBs. The implementation of SINC with the customized cache structure runs out of memory when
mining KBs with millions of records (see Section 5).

Table 1 compares the disk space of the KBs used in Section 5 and the peak memory consumption during rule mining on the
KBs by SINC. Rule mining consumes up to four orders of magnitude more space than the original KB. The 5th row in Table 1
shows the proportion of memory consumption by cached content, illustrating that most of memory has been consumed by cached
content during rule mining. Therefore, we set the following objectives to study the data efficiency issue in logic rule mining:

• Analyze the data structures used for caching in logic rule mining and propose a compact representation for the cache, such
that the memory consumption can be reduced.

• Propose efficient operations on the new data structure, such that the overall rule mining speed on the new data structure will
not be slower than the original one.

This article tackles the challenge with a novel index structure based on sorted integer tables. The index blocks also serve
as the cache of logic inference in top-down mining procedures, and more efficient data operations can be used to improve the
efficiency of overall rule mining. Contributions of this article include:

• We propose a sorted-integer-based (SIB) structure to compactly index the cached records in KBs. References to records in a
KB are also used as the cache of logic inference. The structure can be reused and significantly reduces space consumption
during rule mining.

• We disassemble the operations used in rule mining into four basic operators: Get, Split, Match, and Join, of the proposed
index structure. Then, we present efficient algorithms for the operators.

• We comprehensively evaluate our techniques against state-of-the-art rule mining systems and present a detailed ablation study
of the data operators based on the new data structure. The results show that the new index structure improves the speed of rule
mining by 5x on average and reduces up to 70% of space throughout the rule mining procedures. Besides, the space overhead
of the new structure is twice the size of the indexed records, which is much smaller than that of the state-of-the-art technique.

The remainder of the article is as follows: Section 2 reviews techniques for logic rule mining from KBs. Section 3 introduces
background knowledge of top-down logic rule mining. The SIB index and the improved cache update operations are proposed in
Section 4. Then, we evaluate our technique in Section 5 and present a detailed ablation study. Section 6 discusses the implications
and important open questions from this article. Finally, the article is concluded in Section 7.
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2 RELATED WORK

2.1 Logic Rule Mining

Logic rule mining is mainly studied within the settings of Inductive Logic Programming (ILP)22, and logic rules can be induced
in a discrete or a differentiable manner. The discrete approaches construct logic rules by explicitly combining predicate and
constant symbols appearing in a given KB via a top-down2,10,19,20 or a bottom-up15,16 procedure, where rules are modified from
general to specific or the inverse, respectively. The top-down methods are usually integrated into database management systems.
The bottom-up methods are studied via formal methods and can be employed to generate expressive logic programs, such as
answer set programs23 or higher-order logic programs. The differentiable approaches represent logic operators as differentiable
functions24,25,26 or train neural networks13,14 to capture the semantics of logic rules.

2.2 Optimizations for Top-down Logic Rule Mining

Optimizations of logic rule mining can be categorized as algorithm-, architecture-, or data-oriented. Algorithm-oriented
optimizations improve logic rule mining with more efficient algorithms and procedures. A common solution for efficiency is to
restrict the expressiveness of semantic models, such as extracting a fragment of first-order logic where the mining complexity
is lowered, such as description logic27,28, association patterns8, and frequent graph structures9. Pruning is another widely
applied methodology to reduce the number of data queries during mining. Besides trivial syntax duplications and renaming
duplications29,30, QuickFOIL19 also prunes replaceable duplications of literals. AMIE2 prunes candidate rules that entail an
insufficient number of tuples and calculates the confidence score in a lazy manner to stop the calculation of bad scores at an early
stage. Statistical estimation has also been explored to improve pruning efficiency31,32,33,34. Algorithm-oriented optimizations
usually speed up rule mining procedures by 5-10x.

Architectural-oriented optimizations improve the system architecture that supports the rule mining algorithm, and they do
not change the behavior of algorithms. Parallelization of logic rule mining belongs to this category. Srinivasan et al.18 studied
the parallelization of ILP algorithms at data and task level. They found the performance improvement via data parallelism can
only be expected above some minimal dataset size, and the improvement via task parallelism can only be expected above some
minimal search-space size. Nishiyama and Ohwada17 propose a novel communication protocol for sharing evaluation results of
candidate rules, achieving a higher-than-linear speed-up of ILP algorithms. ScaleKB35 parallelizes the ontological path-finding
algorithm to mine first-order Horn rules from open-domain RDF KBs. The system also parallelizes inference procedures to
efficiently produce new facts via the induced rules.

Data-oriented approaches focus on optimizing data structures and data operations, not interfering with the control flow
of the rule mining algorithm. The proposed technique in this article belongs to this category. FOIL-D31 integrates the top-
down logic rule mining algorithm with relational database systems and converts evaluations of logic rules as SQL queries.
CrossMine36 optimizes data queries used for evaluating the quality of logic rules by an ID propagation technique, reducing
the cost of join operations and defining a new grammar to represent the propagation operations. QuickFOIL19 groups identical
SQL operators and runs the queries in batches to avoid repetitive data queries. AMIE2 also groups similar queries, and the
system also calculates quality scores of logic rules in a lazy manner, such that the scores of pruned rules will not be calculated.
SINC 21 implements a customized data structure to cache intermediate inference results of logic rules. The systems also propose
fine-grained specialization operations12 to simplify the update of the cache structure. The speed of SINC is faster than the other
discrete rule mining approaches, but the memory cost is high, especially when mining large-scale KBs. Our rule mining system
employs a more compact index structure that also caches intermediate results, and more efficient operations are applied to the
new data structure. Hence, the proposed technique is faster and the memory cost is lower.

3 PRELIMINARIES

This article focuses on optimizing the discrete top-down mining of first-order Horn rules, the procedure of which is shown in
Algorithm 1. In each iteration of top-down mining, every candidate rule in set R is specialized by introducing new predicates or
variables. The quality of each rule r is evaluated by eval(r). The procedure stops when one or more local optimums are found.
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Algorithm 1 Top-down Logic Rule Mining

Input: RDF KB K
Input: Target relation p
Input: Beamwidth b
Output: A single logic rule that entails tuples in relation p
1: R← {p(?, ?)←}
2: while true do
3: L← ∅
4: for r ∈ R and each r′ that is specialized from r do
5: if r′ is not pruned and eval(r′) > eval(r) then
6: L← L ∪ {r′}
7: end if
8: end for
9: if ∃rm ∈ R, s.t.∀r ∈ R ∪ L, eval(rm) ≥ eval(r) then
10: return rm

11: else
12: R← b rules in L with highest scores according to eval(·)
13: end if
14: end while

T A B L E 2 An example knowledge base about kinship relations

uncle brother parent

adam bob adam cain diana bob
adam eric adam diana diana eric
felix ginny felix hue hue ginny
jim kite jim iris hue jim

uncle(?, ?)← (1)

⇓
uncle(X, ?)← brother(X, ?) (2)

⇓
uncle(X, Y)← brother(X, ?), parent(?, Y) (3)

⇓
uncle(X, Y)← brother(X, Z), parent(Z, Y) (4)

F I G U R E 1 An example top-down mining of Rule (4). The parts in red denote the modification by specialization operations.

First-order Horn rules are in the following form: H ← B1, . . . , Bn, where H is the head predicate and Bi’s are the body
predicates. For example:

uncle(X, Y)← brother(X, Z), parent(W, Y) (5)

uncle(X, Y)← brother(X, ?), parent(?, Y) (6)

Capital letters in the argument list of a first-order predicate refer to variables, and uncapitalized words are constant symbols.
Variables that appear only once (called the unique variables) in the rule are simplified as ‘?’. For example, the above two rules
are equivalent.
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F I G U R E 2 Caching in top-down rule mining

Table 2 shows an example kinship KB consisting of three relations: uncle, brother, and parent. Rules (1) to (4) in Figure 1
illustrate a possible top-down mining routine. Rule (4), the induced logic rule, states that if X is the brother of Z and Z is the
parent of Y , then we can infer that X is the uncle of Y .

4 SORTED-INTEGER-BASED INDEX

In order to improve the speed of top-down logic rule mining, the logic inference results of candidate rules should be maintained
in memory to reduce the cost of rule quality evaluation. Query grouping2,19 and result caching21 are used for this purpose.
Caching is better at reusing intermediate data than query grouping, but the memory cost is much higher, especially the cost of
indexing the cached records for further operations. In this section, we propose a sorted-integer-based table structure that serves
as a compact index as well as a cache for records in KBs.

4.1 Caching in Logic Rule Mining

As shown in Figure 2, every candidate rule in top-down rule mining manages a cache in memory, explicitly enumerating the
substitutions of variables in the rule. When rule r is specialized to r1, . . . , rn, the cache of ri is updated from that of r.‘ When a
candidate rule is no longer used in the mining procedure, the cache attached to the rule is deleted. The following (referred to as
Cache (7)) shows such a cache of Rule (2) with respect to the KB in Table 2:

uncle(adam, bob)← brother(adam, cain)

uncle(adam, bob)← brother(adam, diana)

uncle(adam, eric)← brother(adam, cain)

uncle(adam, eric)← brother(adam, diana)

uncle(felix, ginny)← brother(felix, hue)

uncle(jim, kite)← brother(jim, iris)

(7)

According to the fine-grained specialization12, every new rule r′ is generated by modifying one or two unique variables in the
original rule r. When specializing Rule (2) to Rule (3), the second arguments of relations uncle and parent are assigned to the
same variable Y , resulting in a join operation by the two arguments. The following shows the cache of Rule (3), where the bold
font emphasizes the matched arguments:

uncle(adam, bob)← brother(adam, cain), parent(diana, bob)

uncle(adam, bob)← brother(adam, diana), parent(diana, bob)

uncle(adam, eric)← brother(adam, cain), parent(diana, eric)

uncle(adam, eric)← brother(adam, diana), parent(diana, eric)

uncle(felix, ginny)← brother(felix, hue), parent(hue, ginny)

(8)
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F I G U R E 3 Three grouped cache entries representing the six entries in Cache (7), where each dashed red rectangle represents a single block.

F I G U R E 4 Integer tables (shown in dashed red rectangles) representing the cache blocks in Figure 3.

The set of inferred records and the quality score of Rule (3) can thus be efficiently calculated (used in Line 5 of Algorithm 1).
Then, the inference results of Rule (4) are generated in the same way from Cache (8). The cache of a specific rule is immutable,
as one candidate rule may be specialized to multiple new rules.

4.2 Sorted-integer-based Index Structure

Theoretically, the number of variable substitutions is exponential to the number of different variables in a logic rule. In order to
reduce the number of entries in the cache, the cached records are grouped by relations and variable substitutions. For example,
the six entries in Cache (7) can be grouped into three entries, each consisting of two blocks, as shown in Figure 3. The Cartesian
product of the two blocks in the first entry of Figure 3 implicitly represents the first four entries in Cache (7). Such blocks in
cache entries are the basic components in the rule cache during logic rule mining.

In order to efficiently update the rule cache, SINC 21 builds indices of records in cache blocks according to the argument
values, and the indices are implemented by hash tables. However, hash tables are an overkill for this purpose, as they reserve
extra memory space for index entry insertion and rearrangement. The extra space in hash tables is unnecessary during logic rule
mining, as no modification is applied to existing indices throughout the life cycle of the cache blocks. Taking this property into
consideration, we propose a sorted-integers-based (SIB) index structure to compactly index records in cache blocks.

The fist step of building SIB indices is to map the constant symbols in a KB to integers. Without loss of generality, we map all
constants to integers 1, 2, . . . , n by a function I(·), where n is the number of constant symbols in the given KB. For the simplicity
of presentation, I(·) maps constants to their alphabetical order. I.e., I(adam) = 1, I(bob) = 2, . . . . Disregarding the relation
symbol, the records in a cache block can be represented as an integer table. For example, the six blocks in Figure 3 can be
represented as six integer tables shown in Figure 4.

Given an integer-represented cache block, a SIB index block is created according to the sorted references to the record.
Specifically, a SIB index block is composed of four components, as shown in Figure 5: 1) Sorted References, 2) Values in
Columns, 3) Index Offsets, and 4) Numbers of Values. The construction of a SIB block is illustrated in Algorithm 2.
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F I G U R E 5 The structure of a SIB index block. This figure also illustrates an example of the SIB index block.

Algorithm 2 Construction of an Integer Table

Input: A list of records L
Output: A SIB index block B
1: B ← an empty SIB block
2: for i = a – 1 to 0 (a is the arity of the records in L) do
3: L ← sort L w.r.t. the ith argument by a stable sorting algorithm
4: B.SR[i]← references of records in L in the sorted order
5: Fill in the other three components corresponding to B.SR[i] given L
6: end for
7: return B

• Sorted Reference (SR): This part contains a columns of references to records in a cache block, where a is the arity of the
records. The references in the ith column are sorted in ascending order with respect to the values from the ith to the last
arguments of the records. A stable sorting algorithm is used to sort the references, as shown in Algorithm 2. B.SR[i][j] refers
to the element in the ith column and jth row in the SR of a SIB block B.

• Values in Columns (VC): The ith column in this part contains the integers in the ith arguments of the records without
duplication. Values in each column are also in ascending order.

• Index Offsets (IO): This part indicates where to find the records with specific argument values. Suppose B.IO[i][j] = k,
B.IO[i][j + 1] = k′, and B.VC[i][j] = c for a given SIB block B. The references to the records, where the ith arguments are c,
start from the kth row to the k′th row (exclusive) in B.SR[i].

• Numbers of Values (NV): This part is a list of length a. B.NV[i] = l means that the lengths of B.VC[i] and B.IO[i] are l.

Figure 5 also demonstrates an example SIB index block. On the left of the figure, there are three records from a binary relation.
The records are: (6, 7), (5, 5), (6, 4), and the memory addresses of the records are: 0xa, 0xb, 0xc, respectively. There are
two columns in the SR part of the constructed SIB block.

Let B be the SIB block constructed from the three records. The values in B.SR[1] (the 2nd column in the “sorted reference”
part of B) are the addresses of the three records in ascending order with respect to the 2nd arguments. The values in B.SR[0]
are the addresses of the records in the ascending order w.r.t. the 1st and the 2nd arguments. Values 5 and 6 appear as the first
arguments of the records. Thus, B.VC[0] contains the two values in ascending order. Similarly, B.VC[1] = [4, 5, 7]. According to
the references in B.SR[0], the value 5 first appears in the first argument of the first referred record, which is (5, 5). Thus, the
corresponding offset B.IO[0][0] = 0. Similarly, B.IO[0][1] = 1, as the value 6 first appears in the first argument of the second
referred record in B.SR[0]. The fourth part of B, B.NV , is trivial. There are two and three elements in the first and the second
columns of B.VC. Therefore, B.NV[0] = 2 and B.NV[1] = 3.

According to the definition, the total space of a SIB block is:

Sr · a · |L| + 2 · O(Si · a · |L|) + Si · a ≤ 5SL
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Function 3 Match
Input: B: A SIB block
Input: i, j: two arguments in B
Input: si, ei: starting and ending offsets (inclusive) of argument i (default: 0, B.NV[i]–

1)
Input: sj, ej: starting and ending offsets (inclusive) of argument j (default: 0, B.NV[j]–

1)
Output: The result of operation Match(B, i, j)
1: R ← ∅
2: if si > ei or sj > ej then
3: return R
4: end if
5: oi ← ⌊ ei–si

2 ⌋
6: vi ← B.VC[i][oi]
7: oj ← the insert index of vi in B.VC[j] ▷ Binary search
8: if oj > ej then
9: R ← R∪Match(B, i, j, si, oi – 1, sj, ej)
10: else
11: vj ← B.VC[j][oj]
12: if vi < vj then
13: R ← R∪Match(B, i, j, si, oi – 1, sj, oj – 1)
14: R ← R∪Match(B, i, j, oi + 1, ei, oj, ej)
15: else ▷ vi ≡ vj

16: R ← R∪ {r ∈ Get(B, i, vi)|r.i ≡ r.j}
17: R ← R∪Match(B, i, j, si, oi – 1, sj, oj – 1)
18: R ← R∪Match(B, i, j, oi + 1, ei, oj + 1, ej)
19: end if
20: end if
21: return R

where Sr, Si, and SL are the sizes of reference, integer, and records in L, respectively. The size of a SIB block is no more than
five times the total size of the records it indices, as Sr ≤ 2Si in modern operating systems. The equivalence of the above formula
can be approached only when |L| = 1. In real-world cases, the space overhead of SIB blocks is only about twice the size of the
records, as shown in Section 5.3.

Given that all the records in a cache block are referred to in the corresponding SIB block, it is not necessary to keep the cache
block in memory, that is, the SIB blocks also act as cache blocks.

4.3 Index Update Operations for Logic Rule Mining

Let L be the list of records maintained by a SIB block B. Operations applied to the cache involved in rule mining are dissembled
into four basic operations to SIB blocks:

• Get(B, i, c): Select all records from L, such that the ith arguments of the selected records are of value c;
• Split(B, i): Split L into s slices, such that s is minimum, and in each slice, the ith arguments of the records are the same;
• Match(B, i, j): Find all records that the ith and the jth arguments are the same, then Split such records by the ith arguments.
• Join(B1, i1,B2, i2): θ-join two blocks B1 and B2 by the two arguments and Match the result by the arguments:

Match(SIB(L1 ▷◁L1.i1=L2.i2 L2),L1.i1,L2.i2)

where SIB(L) means constructing a SIB block from L.
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Function 4 Join
Input: B1, i1: The first SIB block and the argument in the block;
Input: B2, i2: The second SIB block and the argument in the block;
Input: s1, e1: The starting and ending offsets (inclusive) of argument B1.i1 (default: 0,
B1.NV[i1] – 1)

Input: s2, e2: The starting and ending offsets (inclusive) of argument B2.i2 (default: 0,
B2.NV[i2] – 1)

Output: The result of operation Join(B1, i1,B2, i2)
1: R ← ∅
2: if s1 > e1 or s2 > e2 then
3: return R
4: end if
5: o1 ← ⌊ e1–s1

2 ⌋
6: v1 ← B1.VC[i1][o1]
7: o2 ← the insert index of v1 in B2.VC[i2] ▷ Binary search
8: if o2 > e2 then
9: R ← R∪ Join(B1, i1, s1, o1 – 1,B2, i2, s2, e2)
10: else
11: v2 ← B2.VC[i2][o2]
12: if v1 < v2 then
13: R ← R∪ Join(B1, i1,B2, i2, s1, o1 – 1, s2, o2 – 1)
14: R ← R∪ Join(B1, i1,B2, i2, o1 + 1, e1, o2, e2)
15: else ▷ v1 ≡ v2

16: R ← R∪ {Get(B1, i1, v1) ▷◁ Get(B2, i2, v2)}
17: R ← R∪ Join(B1, i1,B1, i2, s1, o1 – 1, s2, o2 – 1)
18: R ← R∪ Join(B1, i1,B1, i2, o1 + 1, e1, o2 + 1, e2)
19: end if
20: end if
21: return R

All the above operations can be efficiently implemented under the schema of the SIB index. Get queries can be answered by a
binary search w.r.t. the ith column in VC. Split queries scan through B.VC[i]. Results of Match and Join queries are obtained by
the divide-and-search procedures shown in Algorithms 3 and 4. When matching B.VC[i] with B.VC[j], the median value in
B.VC[i] is used to divide B.VC[i] and B.VC[j] into four smaller arrays. Then, the matching can be recursively calculated by
matching those small arrays, as the arrays are already sorted. Join is implemented in a similar way.

The worst-case complexity of the search procedure is O(nlog(n)), and in the best case, Ω(log(n)), where n is the number of
records in L. Figure 6 shows an example of Join(B1, i1,B2, i2), where B1.VC[i1] = [1, 5, 8, 10, 15] and B2.VC[i2] = [2, 3, 4, 6, 8].
The Join based on the SIB block uses 3 binary searches to find the final result, while by hash tables, 5 table searches are required.
The difference in the number of searches will be more significant on larger KBs.

The first column in the sorted reference part of a SIB block B, i.e., B.SR[0], can be used to check the existence of a record in
L via a binary search, as all records in B.SR[0] are in the alphabetical order, which is guaranteed by Proposition 1.

Proposition 1. All records in a SIB block are of alphabetical order with respect to the references in the first column in SR of the
generated SIB block.

Proof. According to Algorithm 2, the records in L are sorted in alphabetical order with respect to the last column after the first
iteration of sorting.

Moreover, if the records in L are in alphabetical order with respect to the ith to the last arguments before the ith iteration, the
records in L are in alphabetical order with respect to the (i – 1)th to the last arguments after the iteration, as the sorting algorithm
is stable.

Therefore, all records in L are of alphabetical order with respect to the references in the 1st column in SR of the generated
SIB block.
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F I G U R E 6 An example of Join(B1, i1,B2, i2)

The following shows the query results of the example SIB block B in Figure 5:

• Get(B, 0, 6) = [(6, 4), (6, 7)]
• Split(B, 0) = {[(5, 5)], [(6, 4), (6, 7)]}
• Match(B, 0, 1) = {[(5, 5)]}
• Join(B, 0,B, 1) = {[((5, 5), (5, 5))]}

5 EVALUATION

This section evaluates the proposed indexing technique and answers the following questions:

Q1 How fast and compact is the proposed sorted-integer-based index structure compared to state-of-the-art systems with
respect to overall logic rule mining?

Q2 To what extent are the construction and query operations optimized by the SIB index structure?
Q3 Is the proposed sorted-integer-based index structure robust to the mapping of constant symbols in speed and space?

5.1 Experimental Settings

Datasets: Table 3 shows the statistics of the datasets used in our experiments. The datasets are from different domains of
knowledge and are frequently used as benchmarks in related studies. “Fs”, “Fm”, “UMLS”, and “WN18” are adopted in SINC 12.
CoDEx is a benchmark for knowledge graph completion tasks37. “NELL-500” is a benchmark extracted from “NELL” (used
in9) by filtering out relations containing less than 500 tuples. “Yago”38 and “DBpedia”39 are large-scale knowledge graphs that
are widely used as benchmarks of knowledge-related tasks. The small and medium-sized datasets are included in our GitHub
project‡.
Competitors: Our rule mining system with the proposed indexing technique is SIB. The baseline is SINC 12, as it is the
state-of-the-art top-down mining system for first-order logic rules. The rule mining speed and the memory usage of SINC is
compared to SIB. The latest version of AMIE2 is also adopted as the baseline of rule mining speed. Most differentiable logic
rule mining techniques rely on more hardware (e.g., GPUs) and parallelization to train the models, and the resource consumption
is higher than the discrete ones. In this article, our goal is to optimize data structures for top-down logic rule mining under a
single thread. Therefore, the differentiable techniques are not adopted as competitors.

‡ https://github.com/TramsWang/SIB/tree/main
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T A B L E 3 Dataset overview

Dataset Short #Rel. #Const. #Rec.

Family.simple Fs 4 402 1200
Family.medium Fm 9 702 5500
UMLS U 46 135 6529
CoDEx C 42 2034 37K
WN18 W 18 41K 151K
NELL-500 N 122 33K 167K
Yago Y 37 2M 4M
DBpedia D 620 4M 20M

*The 3rd, 4th, and 5th columns are the numbers of relations, constant symbols, and records in the KBs.

Large language models (LLMs), such as ChatGPT§, Bard¶ 40, FLAN41, and LLaMA42, have been used for few-shot learning
tasks, such as knowledge-based question answering43,44. Although LLMs have been criticized for their induction and reasoning
capabilities45, researchers have been trying to convert the rule mining task into a few-shot learning manner46. Despite this,
LLMs are not appropriate to be competitors for our techniques. First, the goal of this article is to reduce the computational cost
of overall rule mining. The model size itself of an LLM is much larger than the memory cost throughout the rule mining of the
competitors in this experimental evaluation. Second, the inference of LLMs relies on hardware clusters, especially GPUs, which
is much heavier than the discrete mining involved in this article. Therefore, LLMs are not adopted as competitors.
Environment: The proposed approach is implemented in C++ and is open-sourced on GitHub. As we are not focusing on
multi-threading in this article, the systems are implemented and compared in a single-thread manner. The beamwidth of top-
down rule mining is 3, and the compression capacity11 is used as the eval(·) function in Algorithm 1. The same setting is applied
to SINC. The maximum rule length of AMIE is set to 5. All tests were performed on Deepin Linux (kernel: 5.18.4-amd64) with
Ryzen 3600X and 128GB RAM.
Measures: Rule mining time and memory consumption are measured to compare the performance of the proposed index
structure. The resulting rule quality (e.g., accuracy) is not compared, as the proposed data structure does not interfere with the
workflow of the rule mining algorithm and thus has no effect on the rule quality.

5.2 SIB Index vs State-of-the-art

This section answers the research question Q1: The rule mining has been accelerated by about 5x on average compared to SINC
and more than 10x compared to AMIE; In terms of memory, up to 70% memory space can be reduced.

Table 4 compares the rule mining time of SIB against SINC and AMIE. Runtime errors occurred when mining “UMLS”
and “NELL-500” by AMIE, which is denoted as × in Table 4. SINC runs out of memory on “Yago” and “DBpedia”. SINC is
much faster than AMIE, and SIB is about 5x faster than SINC on average. One reason for such acceleration is that less memory
is acquired and accessed by SIB. As presented in Table 5, where the peak memory consumption throughout a rule mining
procedure is shown, up to 72% of memory has been reduced. Another reason is the speed-up by the query operations on the SIB
index, and this is more significant on datasets where the average numbers of records and constants in a relation are large. For
example, the speed-up of SIB is up to 8.86x faster than SINC on “WN18”, while the number is 1.82 on “UMLS”. The detailed
analyses for these reasons are studied in the next section.

5.3 Ablation Study

This section answers the research question Q2: The speed-up of SIB is mainly due to the efficient construction and Join queries
on the proposed index structure; The construction of SIB indices reduces up to 85% memory space and is 2x faster than the hash
tables in SINC; Join queries to the SIB index blocks is up to 4.5x faster than SINC, and the speed-up is more significant on
relations containing more constants.

§ https://openai.com/blog/chatgpt
¶ https://bard.google.com
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T A B L E 4 Rule mining speed

Dataset Overall Time (s) Speed-up towards

SIB SINC AMIE SINC AMIE

Fs 0.06 0.39 2.30 6.17 36.51
Fm 1.49 10.37 20.35 6.94 13.69
UMLS 20.30 36.89 × 1.82 -
CoDEx 66.32 395.37 1h 5.96 54.28
WN18 49.58 439.17 > 3h 8.86 > 217.83
NELL-500 544.63 4424.65 × 8.12 -
Yago 1.2h × × - -
DBpedia 7.9h × × - -

T A B L E 5 Peak memory cost (GByte) throughout rule mining

Dataset SIB SINC Memory Reduction (%)

Fs 0.01 0.03 71.62
Fm 0.06 0.23 72.19
UMLS 1.10 1.43 23.30
CoDEx 5.85 6.63 11.81
WN18 1.02 2.64 61.42
NELL-500 2.30 6.90 66.69
Yago 19.86 × -
DBpedia 7.88 × -

F I G U R E 7 Memory overhead of the SIB index vs SINC

In order to explain the detailed reasons for the performance of the SIB index, we generate random datasets with different
numbers of records (r), record arities (a), and the number of constants in the records (c). Experiments have been repeated 100
times for each group of the settings. The total time consumption and memory overhead of index construction is presented in
Figure 7. The three columns correspond to the settings varying the three parameters, and the two rows refer to the time cost and
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T A B L E 6 Proportion (%) of queries during rule mining in SINC

Dataset Fs Fm UMLS CoDEx WN18 NELL-500

Get 34.04 26.19 27.17 62.79 19.93 17.04
Split 0 2.06 × 10–2 9.72 × 10–3 2.19 × 10–2 1.08 × 10–2 3.27 × 10–3

Match 4.65 × 10–3 1.08 × 10–3 4.37 × 10–4 8.62 × 10–5 1.56 × 10–4 1.59 × 10–4

Join 65.96 73.79 72.82 37.18 80.06 82.96

Join (Time) 99.97 99.96 99.97 99.88 99.98 99.99

*The second to the fourth rows show the proportions of the queries with respect to the total number of queries. The last row
shows the proportion of Join query time with respect to the total time cost of all queries on the index.

memory overhead of index construction in SIB and SINC. The memory overhead is given by the memory cost of the index over
that of the original records in the tested relation:

Memory Overhead Ratio =
Index Data Memory Cost

Records Data Memory Cost
(9)

SIB outperforms SINC in all settings. The construction speed is about 2x faster than the hash tables, as less memory is modified.
The reduction of memory consumption is more significant (up to 85%) when there are more constants in the tested relations.
Although the performance of SIB and SINC are close in the upper left sub-figure, the construction time of SIB is still less than
SINC.

Figure 8 compares the query time in SIB and SINC under the same settings as Figure 7. Each row in the figure shows the total
time of one type of queries on the index. The results show that the Join query on the SIB index is more than 50% faster than
SINC, and for relations with more constants, the acceleration is more significant (more than 4.5x faster, shown in the bottom
right sub-figure). This is because the divide-and-search Join of SIB significantly reduces the number of searches, as analyzed in
Section 4.3. For example, in the experiments when r = 500, a = 5, and c = 500, the number of the constant search in SIB is
46.34% less than that of SINC. The Get and Split queries in SIB are about 15% slower than SINC. Match queries are about
70% slower than SINC, but the difference narrows down when the number of constants in a relation is increasing. Despite the
fact that these queries are slower, the costs of the operations do not dominate the rule mining procedure. As shown in Table 6,
the proportions of Join queries are up to 80% with respect to the number of all queries during rule mining routines, and the
proportions are more than 99% with respect to the total query time. Therefore, the overall speed of SIB is faster than SINC.

5.4 Robustness to Integer Mappings

This section answers the research question Q3: The difference in rule mining speed under different mapping functions of
constants is less than 5% on average, and the difference in memory consumption is less than 1%; Therefore, the SIB index is
robust to the constant mapping strategy.

In this section, we employ four strategies for the mapping function I(·) and test the overall rule mining speed:

• Original: Mapping constant symbols to the order they appear in a KB;
• Alphabetical: Mapping constants to their alphabetical order;
• Frequency: Mapping constants to their frequency order (decreasing);
• Random: Mapping constants to a random order.

Let s denote a strategy among the above, Ts be the overall rule mining time with the mapping function under s. The variation of
the mining time is measured by (variation of mining memory is calculated in the same way):

maxs Ts – mins Ts

avgsTs
× 100% (10)

The results are shown in Table 7. The rule mining time costs on the same KB are close to each other, and the maximum
performance variation is 5.63%. Different order of constants may affect individual Join queries. Some queries are slower, while
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F I G U R E 8 Query time of the SIB index vs SINC

others are faster. The overall time is insensitive to such variations, as all records in a KB are accessed during rule mining.
According to the definition of the SIB index, the mapping of constants does not affect the index structure. Thus, the size of
indices is the same under different mapping strategies, which is justified in Table 8. The difference of space costs is due to
temporary variables used in index queries and the memory maintenance by the underlying operating system, and the variation is
less than 1% in most datasets.
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T A B L E 7 Rule mining time (s) with different strategy of function I(·)

Dataset Constant Mapping by the Order of Variation (%)
Original Alphabetical Frequency Random

Fs 0.06 0.06 0.06 0.06 4.80
Fm 1.49 1.42 1.42 1.50 5.63
UMLS 20.30 20.55 20.15 20.44 1.95
CoDEx 66.32 66.07 64.09 66.30 3.39
WN 49.58 49.63 48.62 50.77 4.33
NELL-500 544.63 551.89 550.57 558.05 2.44
Yago 1.2h 1.2h 1.2h 1.2h 2.63
DBpedia 7.9h 7.8h 7.8h 7.9h 3.61

T A B L E 8 Rule mining memory (MByte) with different strategy of function I(·)

Dataset Constant Mapping by the Order of Variation (%)
Original Alphabetical Frequency Random

Fs 8.97 8.74 8.84 8.94 2.59
Fm 63.87 63.81 63.82 63.73 0.22
UMLS 1126.40 1126.42 1126.31 1126.41 0.01
CoDEx 5995.45 5987.07 5989.92 5988.35 0.14
WN 1044.21 1043.60 1044.36 1044.28 0.07
NELL-500 2354.89 2354.95 2355.73 2354.92 0.04
Yago 19.86G 19.85G 19.85G 19.86G 0.03
DBpedia 7.88G 7.88G 7.89G 7.89G 0.12

6 DISCUSSION

Most studies on logic rule mining, especially the ones under the discrete approaches, focus on optimizations from the algorithmic
and architectural perspectives rather than system implementation and data efficiency, even though the practice and experience in
other domains of data mining have shown the importance of data-oriented optimizations47,48,49,50.

Algorithm-oriented optimizations improve rule mining speed with a more efficient control flow. Architecture-oriented
optimizations improve system architectures supporting mining algorithms. In this article, we improve the space efficiency of the
underlying data structures of the discrete top-down mining of first-order Horn rules. Compared to the results of prior works in
Section 2, the speed-up of data-oriented approaches is competitive to the algorithm- and architecture-oriented ones, implying
that data-oriented optimizations are as critical as the other two methodologies to logic rule mining.

As reported in previous works, the hardware requirement when mining KBs with hundreds of thousands of predicates is
either a cluster consisting of tens of computers or dozens of threads with more than 100GB memory. AnyBURL51 extends the
bottom-up mining process to millions of tuples in large-scale knowledge graphs, but it requires 1TB memory to complete the
task. Our work reduces the amount of computational resources to a single thread with no more than 10GB memory, which is
easily met on a normal PC platform.

Although the proposed technique is effective to top-down logic rule mining, whether the data structures are applicable to
bottom-up approaches requires further explorations. Recently, differentiable mining approaches of logic rules have frequently
been studied, and most of them are by neural networks14,25,52,53. These approaches rely on GPUs due to the implementation of
low-level frameworks. To what extent data efficiency impacts the performance of such approaches and how it can be improved
should also be explored in the future.

7 CONCLUSION

In this article, we improve the data efficiency of discrete top-down logic rule mining via a compact and efficient index structure.
The index is based on mapping constants to integers and sorting the records with respect to the mapped integers. The overall
results show a 5x speed-up and a 70% total memory cost reduction. The reasons are explained in a detailed ablation study. We
also show that the approach is robust to different strategies of the constant mapping function. Most importantly, the results
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emphasize the importance of data efficiency in the discrete top-down mining of logic rules. In the future, we will explore the
data efficiency of differentiable rule mining methods and extend the study to multi-dimensional relations.
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