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only explain the physical origins of the diverse fluid displacement patterns and interface reconstruction events but also provide
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Abstract 9 

It is unclear why two-phase fluid flows in porous media develop a series of fluid 10 

displacement patterns. This study treats a two-phase flow system as an open thermodynamical 11 

system with a two-phase displacement process that follows the principle of the minimum 12 

operating power (MOPR). When different constraints are imposed on the system, the 13 

pore-scale interfacial dynamic response to this principle varies significantly, and a series of 14 

self-regulation mechanisms exist. These new findings not only explain the physical origins of 15 

the diverse fluid displacement patterns and interface reconstruction events but also provide 16 

new insights into the interface invasion protocol. 17 

Plain Language Summary 18 

Why do immiscible two-phase fluid flows in porous media have a range of different fluid 19 

distribution characteristics under different pore structures, fluid properties, and wettability 20 

conditions? Does their occurrence follow a relatively uniform control principle? This study 21 

demonstrated that the evolution direction of a two-phase flow system follows the principle of 22 

the minimum operating power (MOPR). During the two-phase displacement process, the 23 

system regulates itself through a series of self-regulation mechanisms to reduce the operating 24 

power. A series of fluid displacement patterns can be regarded as the minimum operating power 25 

states corresponding to a given displacement task under different system constraints, and the 26 

formation of these patterns is inevitable, thereby preventing extra work for the system. These 27 



findings provide new insights for the control of the interface invasion protocol that underlies 28 

macroscopic flow properties. 29 

Keywords: Displacement pattern; Minimum operating power principle; 30 

Self-regulation mechanisms; Interface reconstruction events 31 

1. Introduction 32 

Immiscible two-phase fluid flows in porous media are important processes in natural and 33 

engineered systems for carbon dioxide sequestration (CCS), enhanced oil recovery (EOR), and 34 

nonaqueous phase liquid (NAPL) remediation, among other applications (Singh et al., 2019; 35 

Holtzman and Segre, 2015; Zhao et al., 2016). The macroscopic flow properties are related to 36 

interfacial instabilities at the pore scale, and understanding the flow behavior at the pore scale is 37 

crucial for the optimal design of these processes. In the past few decades, to understand the 38 

complexity of multiphase flows in porous media, scholars have conducted many numerical and 39 

experimental studies to systematically explore the influencing mechanisms of various 40 

characteristics, such as the pore structure, fluid properties and wettability, on two-phase flows 41 

(Jiang et al., 2015; Zacharoudiou et al., 2020; Rokhforouz et al., 2019). At present, most studies 42 

on two-phase displacement are conducted based on the Lenormand phase diagram and are 43 

mainly from the perspective of force equilibrium, and the flow pattern dominating a given 44 

displacement process can be determined by comparing the relative importance of gravity, the 45 

viscous force, and the capillary force (Lenormand et al., 1988).  46 

When gravity is negligible, the dynamics governing the fluid displacement pattern can be 47 

characterized by two dimensionless numbers, namely, the capillary number (Ca = σvμ ii ) 48 

and the viscosity ratio (M = di μμ ), where v  is the characteristic velocity, σ  is the 49 

surface tension coefficient, μ  is the viscosity coefficient, and the subscripts i and d 50 

represent the invading phase and the displaced phase, respectively. When Ca is large and M < 51 

1, the viscous force dominates over the capillary force, and the fluid‒fluid interface develops 52 

dendritic structures along the flow direction, which is called viscous fingering (VF). In 53 

contrast to M < 1, in the case of favorable viscosity (M > 1), the displacement front is viscous 54 

stable, and the invading fluid scans the porous medium compactly, forming a stable 55 



displacement (SD). For low Ca, the capillary force dominates over the viscous force, and an 56 

intermittent fluid displacement process, called capillary fingering (CF), is observed. The 57 

transition mode between these patterns is called a crossover zone (CZ). 58 

In addition, wettability also plays an important role in the two-phase displacement 59 

process. For example, Cieplak and Robbins (1990) proposed three modes of meniscus 60 

motion (referred to as interface reconstruction events), namely, burst, contact, and overlap, and 61 

they elucidated pore-scale displacement events at different wettabilities. Since then, in the 62 

spirit of the Cieplak and Robbins model, the complex interactions between wettability and 63 

pore geometry, along with the flow conditions, have been further investigated, thereby 64 

extending the Cieplak-Robbins description of quasistatic fluid invasion and effectively 65 

extending the classic Lenormand phase diagram (Basirat et al., 2017; Lin et al., 2021; 66 

Jahanbakhsh et al., 2021; Jung et al., 2016; Hu et al., 2018). Clearly, the obtained Lenormand 67 

phase diagram and related extended phase diagram based on the analysis of the force 68 

equilibrium provide important insights into the dynamics of immiscible fluid displacement in 69 

porous media. However, these studies did not fully elucidate the pore-scale flow physics behind 70 

complex two-phase flow systems. For example, although transient dynamics during interface 71 

reconstruction events have been extensively studied (Chen et al., 2019; Zacharoudiou et al., 72 

2016), it is generally believed that these events violate the hypothesis of slow displacement and 73 

are a fast and irreversible process leading to energy dissipation. For example, Berg et al. (2013) 74 

conducted energy conversion analysis based on 3D micro CT data and found that 64% of the 75 

pressure volume work was dissipated through the Haines jump event. Hu et al. (2018) analyzed 76 

the basic relationship between displacement mode conversion and energy conversion in rough 77 

fracture two-phase flow. In the capillary state, approximately 51-58% of the surface energy is 78 

dissipated by irreversible events. However, we believe that previous explorations of the 79 

argument that the interface reconstruction event is an adverse energy mechanism have been 80 

insufficiently rigorous. Among them, the physical origin of a series of fluid displacement 81 

patterns or a series of interface reconstruction events is still unclear, and it is unknown if such 82 

patterns and events follow a relatively unified control principle. Obviously, the previous 83 



arguments based on the competition among the viscous force, capillary force and gravity 84 

cannot provide a convincing physical explanation, and a new criterion is needed to study 85 

immiscible displacement dynamics. 86 

Based on the theory of nonequilibrium thermodynamics, in the linear nonequilibrium 87 

region, an irreversible process in an open system always develops in the direction of 88 

decreasing entropy production rate until the system reaches a nonequilibrium steady state that 89 

satisfies the constraints. At this time, the entropy production rate is minimal under the 90 

external constraints, which is called the principle of the minimum entropy production rate 91 

(MEPR). The MEPR indicates the development and evolution direction of a dynamical 92 

system, that is, no matter what its initial motion state is, if the system deviates from a stable 93 

nonequilibrium state, its entropy production rate is not minimal, and the system must adjust 94 

by reducing the entropy production rate until the entropy production rate reaches the 95 

minimum and the system returns to a steady state. The MEPR has been demonstrated to be 96 

very successful in explaining natural phenomena in both classical and modern physics (Xu et 97 

al., 2016; Huang et al., 2004; Nanson et al., 2008; Jansen et al., 2004). According to 98 

Nanson et al. (2008), rivers are natural “machines” that consume energy to perform work. In 99 

river systems with surplus energy, the surplus energy can be consumed by adjusting the flow 100 

wave characteristics and area. Xu et al. (2016) deduced the principle of the minimum energy 101 

dissipation rate (MEDR) from the MEPR and verified the validity of the MEDR for alluvial 102 

rivers using field data. When a river system is in a state of relative equilibrium, its energy 103 

dissipation rate is minimal. Clearly, the MEPR, as a universal principle, is also applicable to 104 

the field of two-phase flow in porous media. 105 

    For two-phase flow systems in porous media, although an immiscible fluid flow often 106 

exhibits complex nonlinear behavior, unsteady turbulence is usually not involved; hence, 107 

two-phase flow systems can be treated as linear nonequilibrium thermodynamic systems. A 108 

two-phase displacement process follows not only the law of conservation of energy but also the 109 

MEPR. However, in contrast to the fluvial dynamics systems described above, when two-phase 110 

flows are involved, the presence of phase interfaces leads to a discontinuous fluid distribution 111 



and a more complex energy balance field. Energy conversion usually occurs among the surface 112 

energy, pressure‒volume work, kinetic energy and dissipated energy, and the MEPR is not 113 

simply equivalent to the MEDR. In this study, we found that the evolution direction of the 114 

fluid displacement pattern follows a relatively unified control principle, that is, the principle 115 

of the minimum operating power (MOPR). In addition, by clarifying the self-regulation 116 

mechanism derived by the system that follows the MOPR principle, the physical origins of the 117 

diversity of fluid displacement patterns can be explained. 118 

2. Flow patterns and analysis 119 

2.1. Principle of the minimum entropy production rate 120 

 In the context of the MEPR, in thermodynamics, an open system uses the least possible 121 

energy to accomplish a given task, which includes constant single-phase flow and two-phase 122 

displacement tasks. For a steady-state viscous single-phase flow, the system is in a stable 123 

nonequilibrium state. In this paper, a principle equivalent to the MEPR is proposed, namely, 124 

the MOPR. Specifically, in a control volume Ω with open boundaries, when a fluid flows in 125 

at a constant flow rate Q  (isothermal system), the operating power of the system can be 126 

described as ΦΔpQPo == ; that is, the power derived from the inlet and outlet pressure 127 

difference outppΔp −= int  through the system boundary is equal to the viscous dissipation 128 

rate of the system Φ  integrated over the entire porous domain (i.e., the entropy production 129 

rate). The operating power oP  is clearly limited by the static constraints of the system 130 

(including the pore structure, fluid properties, and boundary conditions, among others) and is 131 

always minimal under the given constraints ( oP  = minP ). 132 

Although the evolution direction of a two-phase flow system still follows the MOPR,  133 

the process of two-phase displacement includes both static and dynamic system constraints 134 

(that is, the topology of the two-phase fluid). Even if the static constraints of the system remain 135 

unchanged, the fluid topology is always undergoing a dynamic evolution process, causing the 136 

system to deviate from a stable nonequilibrium state and the operating power oP  to no 137 

longer be minimal, and the system develops in the direction of reduced operating power. Due 138 



to the change in the fluid topology, the corresponding minimum operating power minP  is no 139 

longer constant and may increase or decrease. Furthermore, compared to the simple energy 140 

conversion relationship of a steady-state single-phase flow system, the two-phase 141 

displacement process involves more energy terms, including pressure‒volume work, surface 142 

energy, dissipated energy, and kinetic energy terms. The conversion form of the system 143 

operating power oP  changes significantly and is no longer equal to the viscous dissipation 144 

rate Φ . For an isothermal irreversible drainage process, the system operating power can be 145 

described as 146 

dt
dE

dt
dF

ΦP surf
o ++=                          (1) 147 

In Equation (1), the rate of energy introduction oP  into the system by the external 148 

pressure difference is equal to the sum of the viscous dissipation rate Φ , the rate of change in 149 

the surface energy dtdFsurf , and the rate of change in the bulk kinetic energy dtdE  of the 150 

system. Among them, the viscous dissipation rate Φ  of the system consists of the viscous 151 

dissipation rate of the invading phase iΦ , the viscous dissipation rate of the displaced phase 152 

dΦ , and the additional viscous dissipation rate due to inertial effects (inertial dissipation rate) 153 

nΦ  in the calculation domain. When inertial effects are not considered, nΦ  can be ignored. 154 

The rate of change in the surface energy dtdFsurf consists of the rate of change in the 155 

solid-liquid surface energy dtσdAθdtdF ns
eq

ssurf cos=−  and the rate of change in the 156 

liquid-liquid surface energy dtσdAdtdF fsurf int=− , where nsA  is the nonwetting 157 

phase-solid interfacial area, and intA  is the fluid‒fluid interfacial area. 158 

dtdΩρdtdE Ω ⋅= vv
2
1  is the rate of change in the bulk kinetic energy, which consists of the 159 

rate of change in the kinetic energy of the invading phase dtdEi , the rate of change in the 160 

kinetic energy of the displaced phase dtdEd , and the rate of change in the kinetic energy of 161 



the fluid phase discharged through system outlets dtdEf  in the calculation domain. 162 

Coupling effects exist among Φ , dtdFsurf  and dtdE , and a change in one energy term 163 

inevitably causes fluctuations in other energy contribution terms. As a result, different energy 164 

terms contribute differently when the system approaches the minimum operating power state 165 

( minPoP → ) under different constraints. Therefore, in contrast to the case of a steady-state 166 

single-phase flow with no self-regulation mechanism, in the two-phase fluid displacement 167 

process, the interface dynamics respond to the MOPR to derive a self-regulation mechanism. 168 

The system regulates itself through this self-regulation mechanism to reduce the operating 169 

power ( minPoP → ). Under different constraints, the regulation mechanism for avoiding extra 170 

work could be different and mainly depends on which energy contribution term is most 171 

beneficial for controlling the system to approach the minimum operating power state. 172 

2.2. Self-regulation mechanisms 173 

 To analyze a series of self-regulation mechanisms that govern interface dynamics and 174 

fluid displacement patterns, a series of two-phase flow numerical simulations using a digital 175 

core model are performed. A digital core model of the microscopic pore structure is 176 

established by using computed tomography (CT), and the coupled Navier-Stokes and 177 

Cahn-Hilliard equations are solved using the finite element method (with COMSOL 178 

Multiphysics software) to capture the dynamic evolution of the flow front. For more details 179 

on CT image processing and the phase field method (PFM), please refer to our previous work 180 

(Guo et al., 2020). The main numerical results are presented in the form of a visual phase 181 

diagram of the fluid distribution at breakthrough in a log Ca-log M plot, as shown in Fig. 1. 182 

As Ca increases, the fluid displacement pattern changes from capillary fingering to viscous 183 

fingering (M <1) or stable displacement (M>1). From the perspective of the Lenormand phase 184 

diagram (force equilibrium), a series of fluid displacement patterns can be regarded as capillary 185 

force-dominated and viscous force-dominated states. However, from the perspective of the 186 

MOPR, a series of fluid displacement patterns can be regarded as displacement states at the 187 



minimum operating power corresponding to the completion of the constant flow displacement 188 

task. 189 

 190 

Figure 1. (a) Topological fluid distribution at the breakthrough time. The static contact angle 191 

eqθ  is set to 95°, which corresponds to weak drainage. 192 

Specifically, for the viscous force-dominated state, the rate of energy introduction into 193 

the system by the external pressure difference oP  is approximately equal to the system 194 

viscous dissipation rate Φ , the rate of change in the surface energy dtdFsurf  and the rate 195 

of change in the kinetic energy dtdE  are negligible, and the conversion form of the system 196 

operating power oP  can be simplified to ΦPo ≈ . Notably, in such a micron-scale pore 197 

system, despite the injection rate iv  being high, the rate of change in the kinetic energy 198 

dtdE  (integral term) can be ignored. According to Darcy’s law, which is expressed as 199 

kμLVΔp −≈  ( k  is the medium permeability and L is the geometric length of the 200 



medium), a fluid phase with a high viscosity flowing through a capillary channel at a constant 201 

flow rate has a high viscosity dissipation. Therefore, for the VF state, under the MOPR 202 

constraint, the system approaches the minimum operating power state mainly by regulating 203 

the viscous dissipation rate of the displaced phase dΦ . The system minimizes the area of the 204 

displacement path of the invading phase to capture a large part of the displaced phase behind 205 

the displacement front (the retained phase has a flow rate of 0 and 0→dΦ ). Although 206 

shrinkage of the area of the displacement path of the invading phase can lead to an increase in 207 

iΦ  ( iA  ↓, iv  ↑, and iΦ  ↑), the benefit of decreasing dΦ  caused by the increased retention 208 

of the displaced phase is far greater than the loss caused by the increase in iΦ . Moreover, 209 

under the constraint of constant flow displacement, part of the displaced phase is always in 210 

the migration state, and the system maximizes the area of the migration path of this part of the 211 

displaced phase dA  to reduce the viscous dissipation rate of this part ( dA  ↑, dv  ↓, and 212 

dΦ  ↓). Therefore, rapid formation of the main displacement path in the macroscopic 213 

displacement direction is inevitable for the two-phase flow system to avoid extra work in the 214 

VF state. Similarly, for the SD state, the system approaches the minimum operating power 215 

state mainly by regulating the viscous dissipation rate of the invading phase iΦ . That is, the 216 

system maximizes the area of the displacement path of the invading phase to reduce the flow 217 

velocity of the invading phase, thereby reducing the viscous dissipation rate of the invading 218 

phase in the flow region ( iA  ↑, iv  ↓, and iΦ  ↓). Apparently, the loss of the increased dΦ  219 

due to the remigration of the retained displaced phase is much smaller than the benefit of the 220 

decreased iΦ  due to the increase in the area of the displacement path of the invading phase. 221 

Therefore, the invading phase compactly scans the porous medium, and the formation of 222 

secondary flow paths beyond the primary displacement path is inevitable for the two-phase 223 

flow system to avoid extra work in the SD state. 224 



 In this paper, the mechanism by which the development of the displacement interface in 225 

the VF or SD state always follows the displacement path with the minimum viscous dissipation 226 

rate is regarded as a self-regulation mechanism of the viscous dissipation rate ( min→iΦ  or 227 

min→dΦ ) and is demonstrated in Fig. 2(a,b). The fluid distributions and velocity field 228 

distributions in the VF and SD states and the local velocity distribution of the displaced phase 229 

along a cross-section of a porous medium sample are shown. For the VF state, the macroscopic 230 

response of the system to the self-regulation mechanism is reflected in the existence of a 231 

retention region and a development region of the displaced phase. In the retention region, the 232 

local velocity of the displaced phase remains relatively low, while in the development region, 233 

the local velocity distribution is uniform and well developed, fluctuating in the range of 0.207 234 

m/s–0.314 m/s. Of course, due to the dendritic structure of the invading fluid in the VF state, 235 

there is a clear CZ between the retention and development regions. In the SD state, there is no 236 

retention region, only a development region, and the CZ is narrower.  237 

 238 

(a) 239 



 240 

(b) 241 

                  242 

                                   (c) 243 

Figure 2. The fluid distribution of the invading phase and the velocity field distribution of the 244 

displaced phase at a certain time (t/tb = 0.649) under different displacement patterns and the 245 

average velocity distribution of the displaced phase along a cross-section of a porous medium 246 

sample: (a) VF state (log Ca = -3.90, log M = -1) and (b) SD state (log Ca = -2.90, log M = 1).  247 

Low-speed and high-speed flow regions are shown in blue and red, respectively. (c) Evolution 248 

characteristics of the operating power oP  in the CF state (log Ca = -4.90) with the normalized 249 

time t/tb, where t is the penetration time and tb is the breakthrough time (t ≤ tb). The bottom and 250 

top panels show the fluctuating component and the global trend of oP , respectively.  251 

The decrease in the capillary number Ca changes the relative importance of the viscous 252 

and capillary forces, resulting in a transition of the fluid displacement pattern from a viscous 253 

force-dominated state to a capillary force-dominated state. In the CF state, the reversible and 254 



irreversible capillary force-dominated pore-scale displacement events alternate, which can be 255 

demonstrated by the evolution characteristics of the operating power oP , as shown in Fig. 2(c). 256 

In this paper, the operating power signal is decomposed into global trend and fluctuation 257 

components using wavelet decomposition (Primkulov et al., 2019). The global 258 

low-frequency fluctuation trend of the operating power (red trend line in Fig. 2(c)) corresponds 259 

to a reversible displacement event of meniscus invasion into the pore throat under a slow 260 

displacement assumption, which is characterized by a uniform slow displacement at all 261 

displacement interfaces. The rate of energy introduction oP  by the system pressure drop 262 

during reversible displacement is approximately equal to the rate of surface energy change, the 263 

viscous dissipation rate Φ  and the rate of change in the kinetic energy dtdE  are negligible, 264 

and the conversion form of the operating power oP  can be simplified to dtdFP surfo ≈ . That 265 

is, oP  is regulated by dtdFsurf , which is controlled by the geometrical structure of the 266 

displacement path, which may increase or decrease, resulting in global low-frequency 267 

fluctuations of oP . In the context of the MORP, the system selects the most favorable 268 

(minimum energy consumption) displacement path by comparing the rate of the surface 269 

energy change of all potential moving menisci in different local pore throat regions. 270 

In this paper, the mechanism by which the development of the displacement interface in 271 

the CF state always follows the displacement path of the minimum rate of surface energy 272 

change is regarded as a self-regulation mechanism of the rate of the surface energy change 273 

( min→dtdFsurf ). For a heterogeneous porous medium, deviation of the displacement path 274 

from the macroscopic flow direction is clearly inevitable for the system to avoid excess energy 275 

consumption, and the benefit from the reduction in dtdFsurf  due to the deviation of the 276 

displacement path is much greater than the loss due to the possible increases in other energy 277 

contribution terms. In addition, the high-frequency oscillations of the operating power oP  are 278 

due to the rearrangement of the fluid phase (Haines jumps) as the meniscus migrates from the 279 



narrow pore throat to the wide pore body. Previous studies have suggested that during the 280 

Haines jumps, the resulting local velocity is orders of magnitude larger than the injection 281 

velocity, which greatly increases the energy dissipation. Clearly, the conversion form of the 282 

operating power is also changed, and the viscous dissipation rate Φ  can no longer be ignored. 283 

The interface reconstruction events, such as Haines jumps, are discussed in Section 2.3. 284 

2.3. Physical origins of the interface reconstruction events 285 

 These interface reconfiguration events are generally believed to cause partial driving energy to 286 

be converted into viscous dissipated energy, which is a loss of driving energy and can be 287 

regarded as an energy-adverse mechanism (Armstrong et al., 2015; Ferrari and Lunati, 2014; 288 

O’Brien et al., 2020). However, from the perspective of the MOPR, an interface reconstruction 289 

event is an irreversible change between the two most energetically favorable states, and it is an 290 

energy favorable self-regulation mechanism derived from the system to avoid additional work 291 

under specific constraints. Before an interface reconstruction event, the system is in the most 292 

energetically favorable state (minimum surface energy state) under the current constraints 293 

because the system follows the displacement path of the minimum rate of surface energy 294 

change or the maximum rate of surface energy change. With the changes in the constraints 295 

during the displacement process (the increase in the saturation Si), a metastable fluid 296 

configuration is generated. At this moment, any small change in the constraints, such as a slight 297 

increase of Si (reaching a specific constraint condition), may cause the system to no longer be 298 

in a minimum surface energy state that satisfies the new constraints, and the fluid topology 299 

can be redistributed (via Haines jump, contact or overlap events) to find the new energetically 300 

most favorable state, as demonstrated in Fig. 3(a, b), which shows the fluid redistribution 301 

associated with interfacial reconstruction events and the evolution characteristics of the 302 

associated energy terms during interfacial reconstruction. As shown in Fig. 3(a), during the 303 

Haines jump process, the conversion form of the operating power is 304 

dE/dtΦdtdFdtdFP fsurf
rel

ssurfo ++=+ −− . The sharp decline in the operating power oP  305 

indicates that oP  does not act ( min0 →P ), and the interfacial dynamics are mainly 306 



controlled by dtdF rel
ssurf − , which is provided by the reverse imbibition of the wetting phase in 307 

the adjacent pore throat. Therefore, during a Haines jump, to approach the new minimum 308 

surface energy state, the system maximally regulates the fluid topology to force the invading 309 

phase to move from a region with a high specific surface area to a region with a low specific 310 

surface area (as shown in the inset in Fig. 3(a), the invading phase retreats at the interface in the 311 

region with a high specific surface area). Likewise, as shown in Fig. 3(b), for a cooperative 312 

pore-filling event during imbibition, the conversion form of the operating power is 313 

dE/dtΦPdtdFdtdF fsurf
rel

ssurf ++=+ −− 0 . The energy driving the interface 314 

reconstruction mainly originates from the surface energy, and the operating power oP  related 315 

to the external pressure difference is not involved. Therefore, during the approach to the new 316 

minimum surface energy state, the system maximally forces the invading phase to move from a 317 

region with a low specific surface area to a region with a high specific surface area (as shown in 318 

the inset in Fig. 3(b), the invading phase retreats at the interface in the region with a low 319 

specific surface area). Obviously, the operating power of the termination state of the interface 320 

reconfiguration event is far lower than the initial state, and the system reaches a new minimum 321 

operating power state.  322 

 323 

(a)                                           (b)  324 



   325 

                 （c） 326 

Figure 3. The dynamic evolutions of oP , dtdF ssurf −  and dtdF ssurf −  over time for 327 

different interfacial reconstruction events: (a) Haines jump event (θ = 115°), (b) cooperative 328 

pore-filling event (θ = 55°). The insets are snapshots of the corresponding fluid redistribution.  329 

The area occupied by the invading phase that remained unchanged after the interfacial 330 

reconstruction event is shown in gray, the advancing meniscus in the pore body and the 331 

receding menisci in the surrounding throats are shown in blue and red, respectively, and the red 332 

dots in the curve indicate the start and end of the interface reconstruction event. (c) Operating 333 

power oP  as a function of time for different Oh values in the CF state (log Ca = -6.3, log M = 334 

-1), where the Ohnesorge number σdρμCa/Oh ii== Re  reflects the relative importance of 335 

the inertial force to the viscous force and surface tension (in this paper, the fluid density iρ  is 336 

controlled to change Oh while keeping Ca and M constant); d  is the characteristic length, 337 

which is estimated as vSπd ≈  (75 μm); and vS  is the ratio of the pore-grain interface area to 338 

the total volume of the porous medium (Mostaghimi et al., 2020). 339 

In addition, according to several recent studies, during interfacial reconfiguration events, 340 

inertial effects can significantly impact fluid invasion patterns in porous media (Zacharoudiou 341 



et al., 2020; Ferrari et al., 2014). However, from the perspective of the MOPR, the minimum 342 

surface energy state of the terminal state is only related to the geometric topology and the fluid 343 

topology (minimum surface energy state of the initial state) but is not related to the transient 344 

dynamics (inertial effects) during the interfacial reconstruction, as demonstrated in Fig. 3(c), 345 

which shows the evolution of the operating power oP  with time for different Oh numbers. 346 

The overall similar oscillation characteristics of the operating power oP  show that although 347 

the Oh number changes by an order of magnitude, the transient dynamics associated with 348 

inertial effects do not increase the operating power oP , and their impact on the macroscopic 349 

displacement patterns is very limited (as shown in the inset in Fig. 3(c)). 350 

3. Conclusions 351 

In this study, the minimum operating power principle, which is a fundamental principle 352 

governing immiscible fluid flows, provides a convincing physical explanation for many 353 

phenomena, including the physical origins of a series of fluid displacement patterns and 354 

interfacial reconstruction events. When different constraints are imposed on a two-phase flow 355 

system, the self-regulation mechanisms for the control system approaching the minimum 356 

operating power state are significantly different. For example, when the self-regulation 357 

mechanism of the viscous dissipation rate (for the displaced phase) dominates the displacement 358 

process, the system inevitably forms a displaced phase retention region and development 359 

region; when the self-regulation mechanism of the viscous dissipation rate (for an invading 360 

phase) dominates the displacement process, the system inevitably increases the area of the 361 

displacement path of the invading phase; and when the self-regulation mechanism of the rate of 362 

surface energy change dominates the displacement process, for heterogeneous porous media, 363 

the system inevitably introduces more curved displacement paths. In addition, a series of 364 

interface reconstruction phenomena are no longer considered to be adverse energy events that 365 

lead to rapid energy dissipation; rather, they are considered to be energy favorable 366 

self-regulation mechanisms derived from the system to avoid additional work under specific 367 

constraints. 368 
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