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1 Introduction
Let N ∈ N be a constant of spatial dimension, and Ω ⊂ RN be a bounded domain

such that Γ := ∂Ω is smooth when N > 1. Besides, let us denote by Q := (0,∞)×Ω the
product space of the time-interval (0,∞) and the spatial domain Ω, and similarly, let us
set Σ := (0,∞)× Γ.

In this paper, we fix a constant ν ≥ 0, and consider the following system of initial-
boundary value problems of parabolic types, denoted by (S)ν .

(S)ν : 
wt −∆w + ∂γ(w) + gw(w, η) + cu

+αw(w, η)|Dθ|+ ν2βw(w, η)|Dθ|2 3 0 in Q,

Dw · nΓ = 0 on Σ,

w(0, x) = w0(x), x ∈ Ω;

(1.1)


ηt −∆η + gη(w, η) + αη(w, η)|Dθ|+ ν2βη(w, η)|Dθ|2 = 0 in Q,

Dη · nΓ = 0 on Σ,

η(0, x) = η0(x), x ∈ Ω;

(1.2)


α0(w, η)θt − div

(
α(w, η)

Dθ

|Dθ|
+ 2ν2β(w, η)Dθ

)
= 0 in Q,(

α(w, η) Dθ
|Dθ| + 2ν2β(w, η)Dθ

)
· nΓ = 0 on Σ,

θ(0, x) = θ0(x), x ∈ Ω.

(1.3)

The system (S)ν is a generalized version of the “φ-η-θ model” of grain boundary
motion, which was proposed by Kobayashi [16]. The first initial-boundary value problem
(1.1) is a type of Allen–Cahn equation, i.e. (1.1) is a mathematical model of solid-liquid
phase transition in a polycrystal. Meanwhile, the system of second-third problems { (1.2),
(1.3) } forms a type of Kobayashi–Warren–Carter model of grain boundary motion, which
is proposed in [18, 19], and studied by a lot of mathematicians from various viewpoints
(e.g., [10, 11, 12, 13, 15, 17, 18, 19, 20, 21, 24, 25, 26, 27, 28, 29, 31, 32, 33]).

The system (S)ν is derived as a gradient system of the following governing energy,
called “free-energy”:

E u
ν (w, η, θ) :=

1

2

∫
Ω

|Dw|2 dx+

∫
Ω

γ(w) dx+ c

∫
Ω

uw dx

+
1

2

∫
Ω

|Dη|2 dx+

∫
Ω

g(w, η) dx+

∫
Ω

α(w, η) d|Dθ|+
∫

Ω

β(w, η)|D(νθ)|2 dx,

for [w, η, θ] ∈ H1(Ω)×H1(Ω)×BV (Ω) with νθ ∈ H1(Ω).

(1.4)

In this context, u = u(t, x) is a given temperature source (relative temperature), and
the unknown w = w(t, x) is an order parameter to indicate the solidification order of the
polycrystal. The unknowns η = η(t, x) and θ = θ(t, x) are components of the vector field

(t, x) ∈ Q 7→ η(t, x)
[

cos θ(t, x), sin θ(t, x)
]
∈ R2,
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which was adopted in [18, 19] as a vectorial phase-field to reproduce the crystalline ori-
entation in Q. Besides, the components η and θ are order parameters to indicate, re-
spectively, the orientation order and orientation angle of the grain. In particular, w and
η are taken to satisfy the constraints 0 ≤ w, η ≤ 1 in Q, and the cases [w, η] ≈ [1, 1]
and [w, η] ≈ [0, 0] are respectively assigned to “the solidified-oriented phase” and “the
liquefied-disoriented phase” which correspond to two stable phases in physics. Mean-
while, w0 = w0(x), η0 = η0(x) and θ0 = θ0(x) are given initial data on Ω. ∂γ is the
subdifferential of a proper lower semi-continuous (l.s.c.) and convex function γ = γ(w)
on R. u = u(x, t), g = g(w, η), α0 = α0(w, η), α = α(w, η), and β = β(w, η) are given
real-valued functions, and the scripts “w” and “η” denote differentials with respect to the
corresponding variables. nΓ is the unit outer normal on Γ.

With regard to the Kobayashi–Warren–Carter type models, the most of mathematical
results, obtained in the previous works [20, 21, 24, 25, 26, 27, 28, 29, 32, 33], are classified
in the following four issues.

(T1) Variational solvability, i.e. the existence of solution in the variational sense.

(T2) Existence of “weak solution”, which is to realize the “smoothing effect” as a solution
to a parabolic system.

(T3) Existence of “energy-dissipative solution”, which is to realize the “energy-dissipation”,
i.e. the nonincreasing property associated with the time-variation of free-energy.

(T4) Large time behavior of the energy-dissipative solution.

For the original Kobayashi–Warren–Carter model, the mathematical results concerned
with (T1)–(T4) were studied in [20, 21, 24, 27, 32, 33] under suitable assumptions. Mean-
while, in the mathematical analysis for the system (S)ν , we still have some incomplete
parts. More precisely, for a simplified version of (S)ν , the issues (T1), (T3) and (T4) were
studied in [25], and the result is extended to the mathematical analysis under unknown
setting of the temperature u (cf. [26]). However, for general case of (S)ν , there is only
one result for (T1) (cf. [28]), and there is no result to give mathematical answers for the
remaining issues (T2)–(T4), yet.

In view of such background, we set the goal of this paper to establish a general math-
ematical theory that enable a uniform treatment for the issues (T1)–(T4), under various
settings of the system (S)ν . On this basis, the principal discussion will be devoted to the
proofs of the following two main theorems.

Main Theorem 1: the existence theorem of energy-dissipative solutions [w, η, θ] to the
systems (S)ν , for any ν ≥ 0, which behaves in the range of C([0,∞);L2(Ω)3).

Main Theorem 2: the large-time behavior of energy-dissipative solutions.

The contents of this paper are as follows. The Main Theorems are stated in Section
3, after the preliminaries in Section 2. The Main Theorems are proved in the following
Sections 5 and 6, and in particular, the proof of Main Theorem 1 is based on some Lemmas
for approximation problem, obtained in Section 4.
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2 Preliminaries

First we elaborate the notation used throughout.

Notation 1 (Abstract notations) Let d ∈ N take any fixed value. The d-dimensional
Lebesgue measure is denoted by L d. Also, unless otherwise specified, the measure-
theoretic phrases such as “a.e.,” “dt,” “dx”, and so on, are with respect to the Lebesgue
measure in each corresponding dimension.

Notation 2 (Abstract functional analysis) For an abstract Banach space X, we de-
note by | · |X the norm of X, and when X is a Hilbert space, we denote by ( · , · )X its
inner product. For a subset A of a Banach space X, we denote by int(A) and A the
interior and the closure of A, respectively.

Fix 1 < d ∈ N. Then, for a Banach space X the topology of the product Banach space

Xd :=

d times︷ ︸︸ ︷
X × · · · ×X

has the norm

|z|Xd :=
d∑

k=1

|zk|X , for z = [z1, . . . , zd] ∈ Xd.

However, if X is a Hilbert space, then the topology of the product Hilbert space Xd has
the inner product

(z, z̃)Xd :=
d∑

k=1

(zk, z̃k)X , for z = [z1, . . . , zd] ∈ Xd and z̃ = [z̃1, . . . , z̃d] ∈ Xd,

and hence, the norm in this case is provided by

|z|X :=
√

(z, z)Xd =

( d∑
k=1

|zk|2X
)1/2

, for z = [z1, . . . , zd] ∈ Xd.

For any proper lower semi-continuous (l.s.c. hereafter) and convex function Ψ defined
on a Hilbert space X, we denote by D(Ψ) its effective domain, and by ∂Ψ its subdifferen-
tial. The subdifferential ∂Ψ is a set-valued map corresponding to a weak differential of Ψ,
and it has a maximal monotone graph in the product Hilbert space X2. More precisely,
for each z0 ∈ X, the value ∂Ψ(z0) is defined as the set of all elements z∗0 ∈ X that satisfy
the variational inequality

(z∗0 , z − z0)X ≤ Ψ(z)−Ψ(z0) for any z ∈ D(Ψ),

and the set D(∂Ψ) := {z ∈ X | ∂Ψ(z) 6= ∅} is called the domain of ∂Ψ. We often use
the notation “[z0, z

∗
0 ] ∈ ∂Ψ in X2 ” to mean “z∗0 ∈ ∂Ψ(z0) in X with z0 ∈ D(∂Ψ),” by

identifying the operator ∂Ψ with its graph in X2.

Remark 2.1 It is often useful to consider the subdifferentials under time-dependent set-
tings. In this regard, several general theories have been established by previous researchers
(e.g., Kenmochi [14], and Ôtani [23]). From these (e.g., [14, Chapter 2]), one can see the
following fact:
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(Fact1) Let E0 be a convex subset in a Hilbert space X, let I ⊂ [0,∞) be a time
interval, and for any t ∈ I, let Ψt : X → (−∞,∞] be a proper l.s.c. and convex
function such that D(Ψt) = E0 for all t ∈ I. Based on this, define a convex function
ΨI : L2(I;X)→ (−∞,∞], by setting

ζ ∈ L2(I;X) 7→ ΨI(ζ) :=


∫
I

Ψt(ζ(t)) dt, if Ψ(·)(ζ) ∈ L1(I),

∞, otherwise.

Here, if E0 ⊂ D(ΨI), and the function t ∈ I 7→ Ψt(z) is integrable for any z ∈ E0,
then the following holds:

[ζ, ζ∗] ∈ ∂ΨI in L2(I;X)2 if and only if

ζ ∈ D(ΨI) and [ζ(t), ζ∗(t)] ∈ ∂Ψt in X2, a.e. t ∈ I.

Notation 3 (Basic elliptic operators) Let ∆N be the Laplacian operator subject to
the zero Neumann boundary condition, i.e.,

∆N : z ∈ D(∆N) :=
{
z ∈ H2(Ω) ∇z · ν∂Ω = 0 in L2(∂Ω)

}
⊂ L2(Ω) 7→ ∆z ∈ L2(Ω).

Let d ∈ N be a fixed constant of dimension. Then, we let:

∆Nz :=
[
∆Nz1, . . . ,∆Nzd

]
∈ L2(Ω)d, for all z = [z1, . . . , zd] ∈ D(∆N)d.

As is well-known (see, e.g. [4] or [6]), the operator −∆N coincides with the subdifferential
of a proper l.s.c. and convex function V d

D : L2(Ω)d −→ [0,∞], defined as:

z ∈ L2(Ω)d 7→ V d
D(z) :=


1

2

∫
Ω

|∇z|2Rd×N dx, if z ∈ H1(Ω)d,

∞, otherwise.

More precisely,

z ∈ L2(Ω)d 7→ ∂V d
D(z) =

{
{−∆Nz}, if z ∈ Dd

N ,

∅, otherwise.

In this light, ∂V d
D and −∆N are identified as the maximal monotone graphs in [L2(Ω)d]2.

Notation 4 (BV theory; cf. [2, 3, 8, 9]) Let d ∈ N be a fixed number, and let U ⊂
Rd be an open set. We denote by M(U) (resp. Mloc(U)) the space of all finite Radon
measures (resp. the space of all Radon measures) on U . In general, the space M(U)
(resp. Mloc(U)) is known as the dual of the Banach space C0(U) (resp. dual of the
locally convex space Cc(U)), for any open set U ⊂ Rd.

A function v ∈ L1(U) (resp. v ∈ L1
loc(U)) is called a function of bounded variation,

or a BV-function, (resp. a function of locally bounded variation or a BVloc-function) on
U , if and only if its distributional differential Dv is a finite Radon measure on U (resp. a
Radon measure on U), namely Dv ∈M(U) (resp. Dv ∈Mloc(U)). We denote by BV (U)
(resp. BVloc(U)) the space of all BV-functions (resp. all BVloc-functions) on U . For any
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v ∈ BV (U), the Radon measure Dv is called the variation measure of v, and its total
variation |Dv| is called the total variation measure of v. Additionally, the value |Dv|(U),
for any v ∈ BV (U), can be calculated as follows:

|Dv|(U) = sup

{ ∫
U

v divϕdy ϕ ∈ C1
c (U)d and |ϕ| ≤ 1 on U

}
.

The space BV (U) is a Banach space, endowed with the following norm:

|v|BV (U) := |v|L1(U) + |Dv|(U), for any v ∈ BV (U).

We say that a sequence {vn}∞n=1 ⊂ BV (U) strictly converges in BV (U) to v ∈ BV (U)
if vn → v in L1(U) and |Dvn|(U) → |Dv|(U) as n → ∞. Also, we say that a sequence
{vn}∞n=1 ⊂ BV (U) (resp. {vn}∞n=1 ⊂ BVloc(U)) converges to v ∈ BV (U) (resp. v ∈
BVloc(U)) weakly-∗ in BV (U) (resp. weakly-∗ in BVloc(U)) if vn → v in L1(U) (in L1

loc(U))
and Dvn → Dv weakly-∗ in M(U)d (weakly-∗ in Mloc(U)d) as n → ∞. In particular,
if the boundary ∂U is Lipschitz, then the space BV (U) is continuously embedded into
Ld/(d−1)(U) and compactly embedded into Lq(U) for any 1 ≤ q < d/(d − 1) (cf. [2,
Corollary 3.49] or [3, Theorem 10.1.3-10.1.4]). Besides, any bounded subset in BV (U)
(resp. BVloc(U)) is sequentially compact in BV (U) (resp. BVloc(U)) with respect to the
weak-∗ topology of BV (U) (resp. BVloc(U)) (cf. [2, Theorem 3.23]). Additionally, if 1 ≤
r <∞, then the space C∞(U) is dense in BV (U)∩Lr(U) for the intermediate convergence
(cf. [3, Definition 10.1.3. and Theorem 10.1.2]), i.e. for any v ∈ BV (U) ∩ Lr(U), there
exists a sequence {vn}∞n=1 ⊂ C∞(U) such that vn → v in Lr(U) and

∫
U
|∇vn|dx→ |Dv|(U)

as n→∞.

Notation 5 (Weighted total variation; cf. [1, 2]) In this paper, we define

Xc(Ω) := {$ ∈ L∞(Ω)N | div$ ∈ L2(Ω) and supp$ is compact in Ω},

W0(Ω) :=
{
% ∈ H1(Ω) ∩ L∞(Ω) % ≥ 0 a.e. in Ω

}
,

Wc(Ω) :=

{
% ∈ H1(Ω) ∩ L∞(Ω)

there exists c% > 0 such that
% ≥ c% a.e. in Ω

}
, (2.1)

and for any % ∈ W0(Ω) and any z ∈ L2(Ω), we call the value Var%(z) ∈ [0,∞], defined as,

Var%(v) := sup

{ ∫
Ω

v div$dx
$ ∈ Xc, and
|$| ≤ % a.e. in Ω

}
∈ [0,∞],

“the total variation of v weighted by %,” or the “weighted total variation” for short.

Remark 2.2 Referring to the general theories (e.g., [1, 2, 5]), we can confirm the following
facts associated with the weighted total variations:

(Fact2) (cf. [5, Theorem 5]) For any % ∈ W0(Ω), the functional z ∈ L2(Ω) 7→ Var%(z) ∈
[0,∞] is a proper l.s.c. and convex function that coincides with the lower semi-
continuous envelope of

z ∈ W 1,1(Ω) ∩ L2(Ω) 7→
∫

Ω

%|∇z| dx ∈ [0,∞).
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(Fact3) (cf. [1, Theorem 4.3] and [2, Proposition 5.48]) If % ∈ W0(Ω) and z ∈ BV (Ω) ∩
L2(Ω), then there exists a Radon measure |Dz|% ∈M(Ω) such that

|Dz|%(Ω) =

∫
Ω

d|Dz|% = Var%(z),

and
|Dz|%(A) ≤ |%|L∞(Ω)|Dz|(A), for any open set A ⊂ Ω. (2.2)

(Fact4) If % ∈ Wc(Ω) and z ∈ BV (Ω) ∩ L2(Ω), then for any open set A ⊂ Ω, it follows
that 

|Dv|%(A) ≥ c%|Dz|(A) for any open set A ⊂ Ω,

D(Var%) = BV (Ω) ∩ L2(Ω), and

Var%(z) = sup

{ ∫
Ω

z div (%ϕ) dx
ϕ ∈ Xc(Ω), and
|ϕ| ≤ 1 a.e. in Ω

}
,

(2.3)

where c% is a constant as in (2.1).

Moreover, the following properties can be inferred from (2.2)–(2.3):

• |Dz|c = c|Dz| in M(Ω) for any constant c ≥ 0 and z ∈ BV (Ω) ∩ L2(Ω);

• |Dz|% = %|∇z|L N in M(Ω), if % ∈ W0(Ω) and z ∈ W 1,1(Ω) ∩ L2(Ω).

Notation 6 (Generalized weighted total variation; cf. [20, Section 2]) For any
% ∈ H1(Ω)∩L∞(Ω) and any z ∈ BV (Ω)∩L2(Ω), we define a real-valued Radon measure
[%|Dz|] ∈M(Ω), as follows:

[%|Dz|](B) := |Dz|[%]+(B)− |Dz|[%]−(B) for any Borel set B ⊂ Ω.

Note that [%|∇z|](Ω) can be thought of as a generalized version of the total variation of
z ∈ BV (Ω) ∩ L2(Ω) weighted by the possibly sign-changing weight % ∈ H1(Ω) ∩ L∞(Ω).
So, hereafter, we simply refer to [%|Dz|](Ω) as the generalized weighted total variation.

Remark 2.3 With regard to the generalized weighted total variations, the following facts
are verified in [20, Section 2]:

(Fact5) (Strict approximation) Let % ∈ H1(Ω) ∩ L∞(Ω) and z ∈ BV (Ω) ∩ L2(Ω) be
arbitrary fixed functions, and let {zn |n ∈ N} ⊂ C∞(Ω) be any sequence such that

zn → z in L2(Ω), and strictly in BV (Ω), as n→∞.

Then ∫
Ω

%|∇zn| dx→
∫

Ω

d[%|Dz|] as n→∞.

(Fact6) For any z ∈ BV (Ω) ∩ L2(Ω), the mapping

% ∈ H1(Ω) ∩ L∞(Ω) 7→
∫

Ω

d[%|Dz|] ∈ R

is a linear functional, and moreover, if ϕ ∈ H1(Ω) ∩C(Ω) and % ∈ H1(Ω) ∩ L∞(Ω),
then ∫

Ω

d[ϕ%|Dz|] =

∫
Ω

ϕd[%|Dz|].
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Notation 7 (specific classes of functions) Let X0 be a Banach space, defined as

X0 := H1(Ω)×H1(Ω)×BV (Ω).

For arbitrary 1 ≤ p, q ≤ ∞ and any open interval I ⊂ R, we set

Lp(I;BV (Ω)) :=

{
θ̃

θ̃ : I → BV (Ω) is measurable for the strict
topology of BV (Ω), and |θ̃( · )|BV (Ω) ∈ Lp(I)

}
.

As well as, we let:

Lploc(I;BV (Ω)) :=

{
θ̃ θ̃ ∈ Lp(J ;BV (Ω)) for an open interval

J ⊂⊂ I, i.e. J ⊂ I

}
.

For any 1 ≤ p ≤ ∞ and any open interval I ⊂ R, we note that Lp(I;BV (Ω)) and
Lp(I;X0) are normed spaces, with

|θ̃|Lp(I;BV (Ω)) :=
∣∣|θ̃( · )|BV (Ω)

∣∣
Lp(I)

, for θ̃ ∈ Lp(I;BV (Ω)),

and
|[w̃, η̃, θ̃]|Lp(I;X0) := |w̃|Lp(I;H1(Ω)) + |η̃|Lp(I;H1(Ω)) + |θ̃|Lp(I;BV (Ω))

for [w̃, η̃, θ̃] ∈ Lp(I;X0),

respectively.

Finally, we mention the notion of functional convergence.

Definition 2.4 (Γ-convergence; cf. [7]) Let X be an abstract Hilbert space, Ψ : X →
(−∞,∞] be a proper functional, and {Ψn |n ∈ N} be a sequence of proper functionals
Ψn : X → (−∞,∞], n ∈ N. We say that Ψn → Ψ on X, in the sense of Γ-convergence
[7], as n→∞ if and only if the following two conditions are fulfilled:

(γ1) (lower bound) lim inf
n→∞

Ψn(z†n) ≥ Ψ(z†) if z† ∈ X, {z†n |n ∈ N} ⊂ X, and z†n → z†

(strongly) in X as n→∞;

(γ2) (optimality) for any z‡ ∈ D(Ψ), there exists a sequence {z‡n |n ∈ N} ⊂ X such that
z‡n → z‡ in X, and Ψn(z‡n)→ Ψ(z‡), as n→∞.

3 Assumptions and Main Theorems

Throughout this paper, we impose the following assumptions.

(A0) Ω ⊂ RN is a bounded domain of the dimension N ∈ N, and Γ := ∂Ω is a smooth
boundary of Ω. Besides, c ∈ R is a given constant.

(A1) u ∈ L2
loc([0,∞);L2(Ω)) is a given function.

(A2) α0 ∈ W 1,∞
loc (R2) and α, β ∈ C2(R2) are given functions such that:

• α and β are convex on R2;
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• αη(w, 0) ≤ 0, βη(w, 0) ≤ 0, αη(w, 1) ≥ 0, and βη(w, 1) ≥ 0, for all w ∈ [0, 1];

• inf
[
α0(R2) ∪ α(R2) ∪ β(R2)

]
≥ δ∗, for some δ∗ ∈ (0, 1).

(A3) γ : R→ [0,∞) is a proper l.s.c. and convex function such that D(γ) = [0, 1]

(A4) g ∈ C2(R2) is a function such thatg(w, η) ≥ 0, for all [w, η] ∈ R2,

gη(w, 0) ≤ 0 and gη(w, 1) ≥ 0, for all w ∈ [0, 1].

(A5) The triplet of initial data [v0, θ0] = [w0, η0, θ0] belongs to a class D0 which is defined
by

D0 :=
{

[w̃, η̃, θ̃] ∈ L2(Ω)3 θ̃ ∈ L∞(Ω), and 0 ≤ w̃, η̃ ≤ 1 a.e. in Ω
}
.

For simplicities of descriptions, we prepare the following notations,
G(u;v) = G(u;w, η) := g(w, η) + cuw = g(v) + cuw,

[∇g](v) = [∇g](w, η) := [gw(w, η), gη(w, η)] = [gw(v), gη(v)],

[∇G](u;v) = [∇G](u;w, η) := [gw(w, η) + cu, gη(w, η)] = [gw(v) + cu, gη(v)],

and 
[α(v), β(v)] := [α(w, η), β(w, η)],

[∇α](v) = [∇α](w, η) := [αw(w, η), αη(w, η)] = [αw(v), αη(v)],

[∇β](v) = [∇β](w, η) := [βw(w, η), βη(w, η)] = [βw(v), βη(v)],

for all u ∈ R and v = [w, η] ∈ R2.
Next, for any ν ≥ 0 and any v = [w, η] ∈ [H1(Ω) ∩ L∞(Ω)]2, we define a convex

function Φν(v; · ) on L2(Ω) by

θ ∈ L2(Ω) 7→ Φν(v; θ) = Φν(w, η; θ) :=


∫

Ω

d[α(v)|Dθ|] +

∫
Ω

β(v)|D(νθ)|2dx,

if θ ∈ BV (Ω) and νθ ∈ H1(Ω),

∞, otherwise.

Note that the above convex function enable us to prescribe the rigorous definition of the
free energy Fν , given on (3.1), as follows,

[v, θ] = [w, η, θ] ∈ L2(Ω)3 7→ Fν(v, θ) = Fν(w, η, θ)

:=


1

2

∫
Ω

|Dw|2dx+

∫
Ω

γ(w)dx+
1

2

∫
Ω

|Dη|2dx+

∫
Ω

g(w, η)dx+ Φν(w, η; θ)

if v = [w, η] ∈ [H1(Ω) ∩ L∞(Ω)]2 and θ ∈ D(Φν(v; · )),
∞, otherwise.

(3.1)

Now, the solution to the system (S)ν , for ν ≥ 0, is defined as follows.
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Definition 3.1 A triplet [v, θ] = [w, η, θ] ∈ L2
loc([0,∞);L2(Ω)3) with v = [w, η] is called

an energy-dissipative solution to (S)ν or solution to (S)ν in short, if and only if [v, θ]
fulfills the following conditions.

(S1) [v, θ] = [w, η, θ] ∈ C([0,∞);L2(Ω)3) ∩W 1,2
loc ((0,∞);L2(Ω)3) ;

v ∈ L2
loc([0,∞);H1(Ω)2) ∩ L∞loc((0,∞);H1(Ω)2);

θ ∈ L1
loc([0,∞);BV (Ω)) ∩ L∞loc((0,∞);BV (Ω));

0 ≤ w ≤ 1, 0 ≤ η ≤ 1, and |θ| ≤ |θ0|L∞(Ω) a.e. in Q;

[v(0), θ(0)] = [w(0), η(0), θ(0)] = [v0, θ0] = [w0, η0, θ0] in L2(Ω)3.

(S2) v = [w, η] satisfies the following variational forms:

(wt(t) + gw(v(t)) + cu(t), w(t)− ϕ)L2(Ω) + (∇w(t),∇(w(t)− ϕ))L2(Ω)N

+

∫
Ω

d[(w(t)− ϕ)αw(v(t))|Dθ(t)|] +

∫
Ω

(w(t)− ϕ)βw(v(t))|D(νθ)(t)|2dx

+

∫
Ω

γ(w(t)) dx ≤
∫

Ω

γ(ϕ)dx,

for any ϕ ∈ H1(Ω) ∩ L∞(Ω) and a.e. t ∈ (0,∞), and

(ηt(t) + gη(v(t)), ψ)L2(Ω) + (∇η(t),∇ψ)L2(Ω)N

+

∫
Ω

d
[
ψαη(v(t))|Dθ(t)|

]
+

∫
Ω

ψβη(v(t))|D(νθ(t))|2dx = 0,

for any ψ ∈ H1(Ω) ∩ L∞(Ω) and a.e. t ∈ (0,∞).

(S3) θ satisfies the following variational inequality:

(α0(v(t))θt(t), θ(t)− ω)L2(Ω) + Φν(v(t); θ(t)) ≤ Φν(v(t);ω),

for any ω ∈ D(Φν(v(t); · )) and a.e. t ∈ (0,∞).

(S4) (Energy-dissipation) For any u† ∈ L2(Ω), a function:

t ∈ (0,∞) 7→ Fν(v(t), θ(t))− c
(
u†, w(t)

)
L2(Ω)

− c2

∫ t

0

|u(t)− u†|2L2(Ω) dt,

coincides with a nonincreasing function belonging to L1
loc([0,∞)) ∩BVloc((0,∞)).

Remark 3.2 Two variational forms in (S2) can be reduced to:

(vt(t) + [∇G](u;v)(t),v(t)−$)L2(Ω)2

+(∇v(t),∇(v(t)−$))L2(Ω)N×2 +

∫
Ω

d
[
(v(t)−$) · [∇α](v(t))|Dθ(t)|

]
+

∫
Ω

(v(t)−$) · [∇β](v(t))|D(νθ)(t)|2 dx+

∫
Ω

γ(v(t)) dx ≤
∫

Ω

γ($) dx,

(3.2)
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for any $ = [ϕ, ψ] ∈ [H1(Ω) ∩ L∞(Ω)]2 and a.e. t ∈ (0,∞), by using the abbreviation:∫
Ω

d
[
($̃ · ṽ)|Dθ̃|

]
:=

∫
Ω

d
[
ϕ̃w̃|Dθ̃|

]
+

∫
Ω

d
[
ψ̃η̃|Dθ̃|

]
,

for ṽ = [w̃, η̃], $̃ = [ϕ̃, ψ̃] ∈ [H1(Ω)∩L∞(Ω)]2 and θ̃ ∈ BV (Ω)∩L2(Ω), and by using the
identification

γ(ṽ) := γ(w̃),

for all ṽ = [w̃, η̃] ∈ R2. Furthermore, the variational form in (S3) is equivalent to the
following evolution equation:

α0(v(t))θt(t) + ∂Φν(v(t); θ(t)) 3 0 in L2(Ω), (3.3)

for a.e. t ∈ (0,∞), governed by the subdifferential ∂Φν(v(t); · ) ⊂ L2(Ω)2 of the time-
dependent convex function Φν(v(t); · ), for t ∈ (0,∞).

Now, our Main Theorems are stated as follows.

Main Theorem 1 Let us assume (A0)–(A5). Then, for any ν ≥ 0, the system (S)ν
admits at least one energy-dissipative solution [v, θ] = [w, η, θ] ∈ L2

loc([0,∞);L2(Ω)3) with
v = [w, η].

Main Theorem 2 In addition to (A0)–(A5), let us assume the following condition.

(A6) There exists a function u∞ ∈ L2(Ω) such that u− u∞ ∈ L2([0,∞);L2(Ω)).

Besides, for any ν ≥ 0, any solution [v, θ] = [w, η, θ] to the system (S)ν with v = [w, η],
let us denote by ων(v, θ) the ω-limit set of [v, θ] in large time, i.e.:

ων(v, θ) :=

 [w∞, η∞, θ∞] ∈ L2(Ω)3

v∞ = [w∞, η∞] ∈ [H1(Ω)∩L∞(Ω)]2, θ∞ ∈
BV (Ω) ∩ L∞(Ω), and [v(tn), θ(tn)] →
[v∞, θ∞] in L2(Ω)3 as n→∞, for some
{tn}∞n=1 ⊂ (0,∞) satisfying tn ↑ ∞ as
n→∞

 .

Then, the following two items hold.

(O) ων(v, θ) 6= ∅, and ων(v, θ) is compact in L2(Ω)3.

( I ) Any ω-limit point, [v∞, θ∞] = [w∞, η∞, θ∞] ∈ ων(v, θ), fulfills that:

(i-a) 0 ≤ w∞ ≤ 1, 0 ≤ η∞ ≤ 1, and |θ∞| ≤ |θ0|L∞(Ω) a.e. in Ω;

(i-b) −∆Nv∞ + ∂γ(v∞) + [∇G](u∞;v∞) 3 0 in L2(Ω)2;

(i-c) θ∞ is a constant over Ω, i.e. θ∞ is a global minimizer of the convex function
Φν(v∞; · ) on L2(Ω).
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4 Approximate problems

In this section, we introduce approximate problems for the proofs of Main Theorems. The
approximation is based on the time discretization method for (3.2)-(3.3) with positive
constant ν. Therefore, when we consider the approximate problems, we suppose ν > 0,
and fix the constant of time-step-size h ∈ (0, 1].

For any ν > 0, σ ∈ (0, 1), and v = [w, η] ∈ [H1(Ω)∩L∞(Ω)]2, we define a proper l.s.c.
and convex function Φσ

ν (v; · ) on L2(Ω) by

θ ∈ L2(Ω) 7→ Φσ
ν (v; θ) = Φσ

ν (w, η; θ) :=


∫

Ω

d[α(v)|Dθ|σ] + ν2

∫
Ω

β(v)|Dθ|2 dx,

if θ ∈ BV (Ω) and νθ ∈ H1(Ω),

∞, otherwise,

and Φ0
ν(v; θ) := Φν(v; θ). Here, we take a suitable approximation {| · |σ}σ∈(0,1) ⊂ C1(R) of

the Euclidean norm. The precise definition of a suitable approximation is given as follows.

Definition 4.1 We say that a collection of functions {| · |σ}σ∈(0,1) is a suitable approxi-
mation to the Euclidean norm if the following properties hold.

(AP1) | · |σ : RN 7→ [0,+∞) is a convex C1 function such that |0|σ = 0 (and especially, it
is differentiable at the origin), for all σ ∈ (0, 1).

(AP2) There exist bounded functions q0 : (0, 1) −→ (0, 1], q1 : (0, 1) −→ [1,∞),
rk : (0, 1) −→ [0,∞), k = 0, 1, such that:

q0(σ)→ 1, q1(σ)→ 1, r0(σ)→ 0, and r1(σ)→ 0,

as σ ↓ 0, and

|ξ|σ ≥ q0(σ)|ξ| − r0(σ) and |[∇| · |σ](ξ)| ≤ q1(σ)|ξ|r1(σ),

for any ξ ∈ RN and σ ∈ (0, 1).

Remark 4.2 Note that (AP1)-(AP2) lead to the following fact:

|ξ|σ ≤ [∇| · |σ](ξ) · ξ ≤ q1(σ)|ξ|1+r1(σ),

for all ξ ∈ RN and σ ∈ (0, 1).

Also, we note that the class of possible regularizations verifying (AP1)-(AP2) covers
a number of standard type regularizations. For instance:

• hyperbola type, i.e. ξ ∈ RN 7→
√
|ξ|2 + σ2 − σ, for σ ∈ (0, 1);

• Yosida’s regularization, i.e. ξ ∈ RN 7→ |ξ|σ := inf
ς∈RN

{
|ξ|+ σ

2
|ς − ξ|2

}
, for σ ∈ (0, 1);

• hyperbolic-tangent type, i.e. ξ ∈ RN 7→ |ξ|σ :=

∫ |ξ|
0

tanh
τ

σ
dτ , for σ ∈ (0, 1);
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• arctangent type, i.e. ξ ∈ RN 7→ |ξ|σ :=
2

π

∫ |ξ|
0

Tan−1 τ

σ
dτ , for σ ∈ (0, 1);

• p-growth type, i.e. ξ ∈ RN 7→ |ξ|σ :=
1

p(σ)
|ξ|p(σ), for σ ∈ (0, 1), with a function

p : (0, 1) −→ (1,∞) satisfying p(σ) ↓ 1 as σ ↓ 0.

Observe that the convex function Φσ
ν (v; · ) corresponds to a relaxed version of the

weighted-total variation Φν(v; · ) = Φ0
ν(v; · ). Additionally, for every ν, σ ∈ (0, 1), we

define a functional Fν,σ on L2(Ω)3 by letting:

[v, θ] = [w, η, θ] ∈ L2(Ω)3 7→ Fν,σ(v, θ) = Fν,σ(w, η, θ)

:=
1

2
|Dv|2L2(Ω)N×2 +

∫
Ω

γ(w) dx+

∫
Ω

g(w, η) dx+ Φσ
ν (v; θ).

(4.1)

The above functional Fν,σ is a modified version of the free-energy as in (1.4), and the
assumptions (A2)–(A4) guarantee the non-negativity of this functional, i.e. Fν,σ ≥ 0 on
L2(Ω)3. Moreover, we note that Fν = Fν,0 for any ν ∈ [0, 1).

On this basis, the approximate problem for our system (S)ν is denoted by (AP)ν,σh ,
and stated as follows.

(AP)ν,σh : to find a sequence

{[vν,σi , θν,σi ]}∞i=1 ⊂ D1(θ0) :=
{

[ṽ, θ̃] ∈ D0 θ̃ ∈ H1(Ω) and |θ̃| ≤ |θ0|L∞(Ω)

}
with {vν,σi }∞i=1 = {[wν,σi , ην,σi ]}∞i=1, which fulfills that

1

h
(vν,σi − vν,σi−1,v

ν,σ
i −$)L2(Ω)2 + (∇vν,σi ,∇(vν,σi −$))L2(Ω)N×2

+([∇G](ui;v
ν,σ
i ),vν,σi −$)L2(Ω)2 +

∫
Ω

γ(vν,σi ) dx

+

∫
Ω

(vν,σi −$) ·
(
|∇θν,σi−1|σ[∇α](vν,σi ) + ν2|∇θν,σi−1|2[∇β](vν,σi )

)
dx

≤
∫

Ω

γ($) dx,

(4.2)

for any $ ∈ [H1(Ω) ∩ L∞(Ω)]2,

1

h
(α0(vν,σi )(θν,σi − θ

ν,σ
i−1), ω)L2(Ω)

+(α(vν,σi )[∇| · |σ](∇θν,σi ) + 2ν2β(vν,σi )∇θν,σi ,∇ω)L2(Ω) = 0,

(4.3)

for any ω ∈ H1(Ω) ∩ L∞(Ω), and any i = 1, 2, 3, . . . , starting from the initial data:

[vν,σ0 , θν,σ0 ] ∈ D1(θ0) with vν,σ0 = [wν,σ0 , ην,σ0 ].
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In the context, for any i ∈ N, ui ∈ L2(Ω) consists of the components:

ui :=
1

h

∫ ih

(i−1)h

[u]ex
0 (τ) dτ in L2(Ω),

where [u]ex
0 ∈ L2(R;L2(Ω)) is the zero-extensions of u.

Now, before the proof of Main Theorem 1, it will be needed to verify the following
lemmas.

Lemma 4.3 (Solvability of the approximate problem) There exists a small con-
stant h†1 ∈ (0, 1] such that if ν, σ > 0 and h ∈ (0, h†1], then the approximate problem
(AP)ν,σh admits a unique solution {[vν,σi , θν,σi ]}∞i=1 ⊂ D1(θ0), and moreover,

1

2h
|vν,σi − vν,σi−1|2L2(Ω)2 +

1

h

∣∣√α0(vν,σi )(θν,σi − θ
ν,σ
i−1)
∣∣2
L2(Ω)

+ Fν,σ(vν,σi , θν,σi )

+c(u†, wν,σi )L2(Ω) ≤ Fν,σ(vν,σi−1, θ
ν,σ
i−1) + c(u†, wν,σi−1)L2(Ω) + c2h|ui − u†|2L2(Ω),

(4.4)

for i = 1, 2, 3, . . . and any u† ∈ L2(Ω), and

1

2

m∑
i=1

i|vν,σi − vν,σi−1|2L2(Ω)2 +
m∑
i=1

i
∣∣√α0(vν,σi )(θν,σi − θ

ν,σ
i−1)
∣∣2
L2(Ω)

+mhFν,σ(vν,σm , θν,σm ) + cmh(u†, wν,σm )L2(Ω)

≤ h
m∑
i=1

Fν,σ(vν,σi−1, θ
ν,σ
i−1) + ch

m∑
i=1

(u†, wν,σi−1)L2(Ω) + c2h2

m∑
i=1

i|ui − u†|2L2(Ω),

(4.5)

for any m ∈ N and any u† ∈ L2(Ω).

Proof. By way of a slight modification of the proof of [28, Theorem 1], the existence and
uniqueness of approximate solutions are verified.

To show the inequality (4.4), we set $ = vν,σi−1 in (4.2). By using (A2) and Young’s
inequality, we have

1

h
|vν,σi − vν,σi−1|2L2(Ω)2 +

1

2
|∇vν,σi |2L2(Ω)2N +

∫
Ω

γ(vν,σi )dx

+

∫
Ω

α(vν,σi )|∇θν,σi−1|σdx+ ν2

∫
Ω

β(vν,σi )|∇θν,σi−1|2dx

+

∫
Ω

[∇g](vν,σi ) · (vν,σi − vν,σi−1)dx + c

∫
Ω

ui(w
ν,σ
i − w

ν,σ
i−1)dx

≤ 1

2
|∇vν,σi−1|2L2(Ω)2N +

∫
Ω

γ(vν,σi−1)dx

+

∫
Ω

α(vν,σi−1)|∇θν,σi−1|σdx+ ν2

∫
Ω

β(vν,σi−1)|∇θν,σi−1|2dx.

According to (A4), we note that

g(vν,σi−1) ≥ g(vν,σi ) + [∇g](vν,σi ) · (vν,σi−1 − vν,σi )− 1

2
|g|C2([0,1]2)|vν,σi−1 − vν,σi |2,
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and hence ∫
Ω

[∇g](vν,σi ) · (vν,σi − vν,σi−1)dx

≥
∫

Ω

g(vν,σi )dx−
∫

Ω

g(vν,σi−1)dx− 1

2
|g|C2([0,1]2)|vν,σi − vν,σi−1|2L2(Ω)2 .

(4.6)

Also, using Young’s inequality again, for any u† ∈ L2(Ω), it holds that:

c

∫
Ω

ui(w
ν,σ
i − w

ν,σ
i−1)dx = c

∫
Ω

u†(wν,σi − w
ν,σ
i−1)dx+ c

∫
Ω

(ui − u†)(wν,σi − w
ν,σ
i−1)dx

≥ c

∫
Ω

u†(wν,σi − w
ν,σ
i−1)dx− c2h

∫
Ω

|ui − u†|2dx−
1

4h

∫
Ω

|wν,σi − w
ν,σ
i−1|2dx.

Hence, we can get the following inequality(
3

4h
−
|g|C2([0,1]2)

2

)
|vν,σi − vν,σi−1|2L2(Ω)2 +

1

2
|∇vν,σi |2L2(Ω)2N

+

∫
Ω

γ(vν,σi )dx+

∫
Ω

g(vν,σi )dx+ Φν,σ(vν,σi ; θν,σi−1) + c

∫
Ω

u†wν,σi dx

≤ 1

2
|∇vν,σi−1|2L2(Ω)2N +

∫
Ω

γ(vν,σi−1)dx+

∫
Ω

g(vν,σi−1)dx (4.7)

+ Φν,σ(vν,σi−1; θν,σi−1) + c

∫
Ω

u†wν,σi−1dx+ c2h

∫
Ω

|ui − u†|2dx.

On the other hand, we set ω = θν,σi − θν,σi−1 in (4.3). Then, Remark 4.2 and Young’s
inequality yield

1

h

∣∣√α0(vν,σi )(θν,σi − θ
ν,σ
i−1)
∣∣2
L2(Ω)

+ Φν,σ(vν,σi ; θν,σi ) ≤ Φν,σ(vν,σi ; θν,σi−1). (4.8)

Here, we set

h†1 :=
1

2(1 ∨ |g|C2([0,1]2))
. (4.9)

Since
3

4h
−
|g|C2([0,1]2)

2
>

1

2h
,

for 0 < h < h†1, the desired inequality (4.4) is obtained by taking the sum of (4.7) and
(4.8).

To prove (4.5), we multiply both sides of (4.4) by ih, and take a summation of the
inequality from 1 to m ∈ N. 2

Lemma 4.4 Let ν, σ ∈ (0, 1), let h†1 be the constant in (4.9), let h ∈ (0, h†1) be an arbitrary
time-step, and let {vν,σi , θν,σi } be the solution to (AP)ν,σh with initial data [vν,σ0 , θν,σ0 ] ∈
D1(θ0). Under assumptions (A0)-(A5), there exist ν∗ ∈ (0, 1) and positive constants A∗,
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B∗, C∗, depending only on Ω, α0, α, β, g, γ, and θ0, such that if h ∈ (0, h†1) and ν ∈ (0, ν∗),
then the approximate solution {vν,σi , θν,σi } satisfies the following energy inequality:

1

2
(|vν,σm −w0|2L2(Ω)2 + A∗|θν,σm − ω0|2L2(Ω)) +

B∗h

2

m∑
i=1

Fν,σ(vν,σi−1, θ
ν,σ
i−1)

≤ 1

2
(|vν,σ0 −w0|2L2(Ω)2 + A∗|θν,σ0 − ω0|2L2(Ω)) +

h

B∗
Fν,σ(vν0 , θ

ν
0)

+mhC∗(1 + |w0|2H1(Ω)2 + |ω0|2H1(Ω)) +
c2h

2

m∑
i=1

|ui|2L2(Ω),

(4.10)

for any m ∈ N and any [w0, ω0] ∈ D1(θ0).

Proof. Let us fix a pair (triplet) of functions:

[w0, ω0] ∈ D1(θ0) with w0 = [w̃0, η̃0] ∈ H1(Ω)2,

and fix a time-step i ∈ N. Also, we define a large constant R∗ > 0 by

R∗ :=
[
(1 + |α0|W 1,∞((0,1)2))(1 + |α|C1([0,1]2))(1 + |β|C([0,1]2))

·(1 + |γ|L∞(0,1))(1 + |g|W 2,∞((0,1)2))(1 + |θ0|L∞(Ω))(1 + L N(Ω))
]2
/δ4
∗.

First let us set $ = w0 = [w̃0, η̃0] in (4.2). Then, using (4.6), (A2), and Young’s
inequality, we have

1

2h
(|vν,σi −w0|2L2(Ω)2 − |v

ν,σ
i−1 −w0|2L2(Ω)2) +

1

2
|∇vν,σi |2L2(Ω)2N

+

∫
Ω

γ(wν,σi )dx+

∫
Ω

g(vν,σi )dx− 3|g|W 2,∞((0,1)2)L
N(Ω)

+

∫
Ω

|∇θν,σi−1|σ(α(vν,σi )− α(w0))dx+ ν2

∫
Ω

|∇θν,σi−1|2(β(vν,σi )− β(w0))dx

+ c(ui, w
ν,σ
i − w̃0)L2(Ω) ≤

1

2
|∇w0|2L2(Ω)2N +

∫
Ω

γ(w̃0)dx.

By (A2) and Hölder’s inequality, it is deduced that

1

2h
(|vν,σi −w0|2L2(Ω)2 − |v

ν,σ
i−1 −w0|2L2(Ω)2) +

1

2
|∇vν,σi |2L2(Ω)2N

+

∫
Ω

γ(wν,σi )dx+

∫
Ω

g(vν,σi )dx

+
δ∗

|α|C([0,1]2)

∫
Ω

α(vν,σi−1)|∇θν,σi−1|σdx− |α|C([0,1]2)

∫
Ω

|∇θν,σi−1|σdx

+ν2 δ∗
|β|C([0,1]2)

∫
Ω

β(vν,σi−1)|∇θν,σi−1|2dx− ν2|β|C([0,1]2)

∫
Ω

|∇θν,σi−1|2dx

≤ 4R∗(1 + |w0|2H1(Ω)2) +
c2

2
|ui|2L2(Ω).

(4.11)
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Next, we take ω := (θν,σi −ω0)/α0(vν,σi ) as the test function in (4.3). Then, from (A2)
and Definition 4.1, we see that

1

2h
(|θν,σi − ω0|2L2(Ω) − |θ

ν,σ
i−1 − ω0|2L2(Ω)) +

∫
Ω

α(vν,σi )

α0(vν,σi )
[∇| · |σ](∇θν,σi ) · ∇(θν,σi − ω0) dx

+ 2ν2

∫
Ω

β(vν,σi )

α0(vν,σi )
∇θν,σi · ∇(θν,σi − ω0)dx

≤
∫

Ω

α(vν,σi )(θν,σi − ω0)

α0(vν,σi )2
[∇| · |σ](∇θν,σi ) · ∇α0(vν,σi )dx (4.12)

+ 2ν2

∫
Ω

β(vν,σi )(θν,σi − ω0)

α0(vν,σi )2
∇θν,σi · ∇α0(vν,σi )dx,

and by using Remark 4.2 and Young’s inequality, we also have∫
Ω

α(vν,σi )

α0(vν,σi )
[∇| · |σ](∇θν,σi ) · ∇(θν,σi − ω0)dx

≥
∫

Ω

α(vν,σi )

α0(vν,σi )
|∇θν,σi |σdx−

∫
Ω

α(vν,σi )

α0(vν,σi )
q1(σ)|∇ω0|1+r1(σ)dx (4.13a)

≥ δ∗
|α0|C([0,1]2)

∫
Ω

|∇θν,σi |σ dx−
|α|C([0,1]2)

δ∗

∫
Ω

q1(σ)|∇ω0|1+r1(σ)dx,

2ν2

∫
Ω

β(vν,σi )

α0(vν,σi )
∇θν,σi · ∇(θν,σi − ω0)dx

≥ 2ν2 · 1

|α0|C([0,1]2)

∫
Ω

β(vν,σi )|∇θν,σi |2dx

− 2ν2

∫
Ω

(√
β(vν,σi )|∇θν,σi |

)( 1

δ∗

√
β(vν,σi )|∇ω0|

)
dx

≥ 3ν2

2|α0|C([0,1]2)

∣∣√β(vν,σi )∇θν,σi
∣∣2
L2(Ω)N

−
2ν2|α0|C([0,1]2)

δ2
∗

∣∣√β(vν,σi )∇ω0

∣∣2
L2(Ω)N

, (4.13b)

and

2ν2

∫
Ω

β(vν,σi )(θν,σi − ω0)

α0(vν,σi )2
∇θν,σi · ∇α0(vν,σi )dx

≤2ν2|α0|C([0,1]2) ·
|θν,σi − ω0|2L∞(Ω)|β|C([0,1]2)

δ4
∗

·
∣∣ |[∇α0]|

∣∣2
L∞((0,1)2)

|∇vν,σi |2L2(Ω)2N

+
ν2

2|α0|C([0,1]2)

∣∣√β(vν,σi )∇θν,σi
∣∣2
L2(Ω)N

≤16ν2|α0|C([0,1]2) ·
|θ0|2L∞(Ω)|α0|2W 1,∞((0,1)2)|β|C([0,1]2)

δ4
∗

|∇vν,σi |2L2(Ω)2N (4.13c)

+
ν2

2|α0|C([0,1]2)

∣∣√β(vν,σi )∇θν,σi
∣∣2
L2(Ω)N

.
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Here, let us set:

A∗ :=
2|α0|C([0,1]2) max{|α|C([0,1]2), |β|C([0,1]2)}

δ∗
(≤ 2δ∗R

1/2
∗ ). (4.14)

Then, by Remark 4.2 and Young’s inequality, we compute that∫
Ω

α(vν,σi )(θν,σi − ω0)

α0(vν,σi )2
[∇| · |σ](∇θν,σi ) · ∇α0(vν,σi )dx

≤ 8A∗R∗

∫
Ω

q1(σ)2|∇θν,σi |2r1(σ)dx+
1

8A∗
|∇vν,σi |2L2(Ω)2 (4.15)

Moreover, multiplying the both sides of (4.12) by A∗, it is inferred from (4.13)–(4.15)
that:

A∗
2h

(|θν,σi − ω0|2L2(Ω) − |θ
ν,σ
i−1 − ω0|2L2(Ω)) + 2max{|α|C([0,1]2), |β|C([0,1]2)}

∣∣|∇θν,σi |σ∣∣L1(Ω;RN )

+
2ν2 max{|α|C([0,1]2), |β|C([0,1]2)}

δ∗

∣∣√β(vν,σi )∇θν,σi
∣∣2
L2(Ω)N

−
(

1

8
+ 16ν2|α0|C([0,1]2)A∗R∗

)
|∇vν,σi |2L2(Ω)2N

≤2ν2A∗
|α0|C([0,1]2)

δ2
∗

∣∣√β(vν,σi )∇ω0

∣∣2
L2(Ω)N

+
A∗|α|C([0,1]2)

δ∗

∫
Ω

q1(σ)|∇ω0|1+r1(σ)dx+ 8A2
∗R∗

∫
Ω

q1(σ)2|∇θν,σi |2r1(σ)dx. (4.16)

Now, we set a constant ν∗ ∈ (0, 1) so small to satisfy that:

0 < ν2
∗ < min

{
1

128|α0|C([0,1]2)A∗R∗
,

1

2

}
, (4.17a)

and 
3

4
≤ q0(σ) ≤ 1 ≤ q1(σ) ≤ 5

4
,

0 ≤ r0(σ) ≤ 1

4
, 0 ≤ r1(σ) ≤ 1

4
,

for all σ ∈ (0, ν∗). (4.17b)

Here, we use the following type Young’s inequality: for arbitrary a, b ≥ 0, ε̂ ∈ (0, 1), and
1 ≤ q ≤ 2 ≤ p <∞ with 1

p
+ 1

q
= 1,

ab =
(
(pε̂)

1
pa
)(

(pε̂)−
1
p b
)
≤ ε̂ap +

1

q
(pε̂)−

q
p bq ≤ ε̂ap +

1

ε̂
bq; (4.18)

to estimate the third term on the right-hand side of (4.16). Indeed, by letting:

a = |∇θν,σi |2r1(σ), b = 1, and p =
1

2r1(σ)
≥ 2,

to apply (4.18), the third term on the right-hand side of (4.16) is estimated as follows:

8A2
∗R∗

∫
Ω

q1(σ)2|∇θν,σi |2r1(σ)dx ≤ 25

2
A2
∗R∗

∫
Ω

(
ε̂|∇θν,σi |+

1

ε̂

)
dx

≤ 50R2
∗δ

2
∗ ε̂

q0(σ)

(∣∣|∇θν,σi |σ∣∣L1(Ω;RN )
+ r0(σ)L N(Ω)

)
+

50R2
∗δ

2
∗

ε̂
L N(Ω),

(4.19)
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by (4.17b), (AP2), and (4.14). Then, for any 0 < ε̂ < 1, it follows that

A∗
2h

(|θν,σi − ω0|2L2(Ω) − |θ
ν,σ
i−1 − ω0|2L2(Ω))−

1

4
|∇vνi |2L2(Ω)2N

+ 2max{|α|C([0,1]2), |β|C([0,1]2)}
∣∣|∇θν,σi |σ∣∣L1(Ω;RN )

+
2ν2 max{|α|C([0,1]2), |β|C([0,1]2)}

δ∗

∣∣√β(vν,σi )∇θν,σi
∣∣2
L2(Ω)N

≤ 4ν2R∗|∇ω0|2L2(Ω)N

+
5A∗|α|C([0,1]2)

4δ∗

(
1 + r1(σ)

2
|∇ω0|2L2(Ω)N +

1− r1(σ)

2
L N(Ω)

)
+

50R2
∗δ

2
∗ ε̂

q0(σ)

(∣∣|∇θν,σi |σ∣∣L1(Ω;RN )
+ r0(σ)L N(Ω)

)
+

50R2
∗δ

2
∗

ε̂
L N(Ω)

≤ 200R2
∗δ

2
∗ ε̂

3

∣∣|∇θν,σi |σ∣∣L1(Ω;RN )
+ 50R3

∗

(
δ2
∗ ε̂+

δ2
∗
ε̂

+ 1

)
(1 + |∇ω0|2L2(Ω)N )

≤102R2
∗ε̂
∣∣|∇θν,σi |σ∣∣L1(Ω;RN )

+ 102R3
∗

(
ε̂+

δ2
∗
ε̂

+ 1

)
(1 + |∇ω0|2L2(Ω)N ),

by (A2), (4.14)-(4.17b), (4.19), and Young’s inequality. If we choose

ε̂ :=
1

102R2
∗
|α|C([0,1]2),

we can see that

A∗
2h

(|θν,σi − ω0|2L2(Ω) − |θ
ν,σ
i−1 − ω0|2L2(Ω))−

1

4
|∇vν,σi |2L2(Ω)2N

+ max{|α|C([0,1]2), |β|C([0,1]2)}
∣∣|∇θν,σi |σ∣∣L1(Ω;RN )

+
2ν2 max{|α|C([0,1]2), |β|C([0,1]2)}

δ∗

∣∣√β(vν,σi )∇θν,σi
∣∣2
L2(Ω)N

≤ 102R3
∗

(
|α|C([0,1]2)

102R2
∗

+ 102R2
∗ + 1

)
(1 + |ω0|2H1(Ω))

≤ 2 · 104R5
∗(1 + |ω0|2H1(Ω)), (4.20)
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by (A2). Taking the sum of (4.11) and (4.20), we can see that

1

2h
(|vν,σi −w0|2L2(Ω)2 − |v

ν,σ
i−1 −w0|2L2(Ω)2) +

1

4
|∇vν,σi |2L2(Ω)2N

+

∫
Ω

γ(wν,σi−1)dx+

(∫
Ω

γ(wν,σi )dx−
∫

Ω

γ(wν,σi−1)dx

)
+

∫
Ω

g(vν,σi−1)dx+

(∫
Ω

g(vν,σi )dx−
∫

Ω

g(vν,σi−1)dx

)
+
A∗
2h

(|θν,σi − ω0|2L2(Ω) − |θ
ν,σ
i−1 − ω0|2L2(Ω))

+|α|C([0,1]2)

(
||∇θν,σi |σ|L1(Ω;RN ) − ||∇θν,σi−1|σ|L1(Ω;RN )

)
+ν2|β|C([0,1]2)(|∇θν,σi |

2
L2(Ω)N − |∇θ

ν,σ
i−1|2L2(Ω)N )

+
δ∗

|α|C([0,1]2)

∫
Ω

α(vν,σi−1)|∇θν,σi−1|σdx+ ν2 δ∗
|β|C([0,1]2)

∫
Ω

β(vν,σi−1)|∇θν,σi−1|2dx

≤ 4 · 104R5
∗(1 + |w0|2H1(Ω)2 + |ω0|2H1(Ω)) +

c2

2
|ui|2L2(Ω).

(4.21)

Here, we take

B∗ := min

{
1

2
,

δ∗
|α|C([0,1]2)

,
δ∗

|β|C([0,1]2)

}
and C∗ := 4 · 104R5

∗,

and the sum of (4.21) from i = 1 to i = m ∈ N, then we get the desired result. 2

5 Proof of Main Theorem 1

Let [η0, w0, θ0] ∈ D0, the constant ν∗ obtained in Lemma 4.4, and a fixed constant ν0 ∈
[0, ν∗). In this section, we prove Main Theorem 1 through a limiting process for (AP)ν,σh
as h, σ → 0 and ν → ν0. At first, we recall the auxiliary results for the weighted total
variations.

Lemma 5.1 (cf. [21, Lemma 4.6]) Let δ∗ ∈ (0, 1) be a fixed constant, and let I ⊂
(0,∞) be an open interval. Let {νn}∞n=1 ⊂ (ν0, ν∗), {σn}∞n=1 ⊂ (0, 1) with νn ↓ ν0, σn ↓ 0
as n→∞, respectively. Also, let us assume that

% ∈ C(I;L2(Ω)) ∩ L∞(I;H1(Ω)) ∩ L∞(I × Ω), {%n}∞n=1 ⊂ L2(I;L2(Ω)),

% ≥ 0 and ρn ≥ 0, a.e. in I × Ω, for all n ∈ N,

ζ ∈ C(I;L2(Ω)), {ζn}∞n=1 ⊂ L2(I;H1(Ω)),

%n(t)→ %(t) in L2(Ω) and weakly in H1(Ω), for a.e. t ∈ I, as n→∞,

ζn(t)→ ζ(t) in L2(Ω), for a.e. t ∈ I, as n→∞.

In addition, let us assume that

% ≥ δ∗ a.e. in I × Ω, or L0 := sup
n∈N
|∇ζn|L1(I;L2(ω;RN )) <∞.
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Then,
lim inf
n→∞

ΦI
νn,σn(%n; ζn) ≥ lim inf

n→∞
ΦI
ν0

(%n; ζn) ≥ ΦI
ν0

(%; ζ).

Lemma 5.2 (cf. [21, Lemma 4.9] and [28, Lemma 6.1]) Let δ∗ ∈ (0, 1) be a fixed
constant, and let I ⊂ (0,∞) be an open interval. Assume that

% ∈ C(I;L2(Ω)) ∩ L∞(I;H1(Ω)) ∩ L∞(I × Ω), {%n |n ∈ N} ⊂ L2(I;L2(Ω)),

% ≥ δ∗ and %n ≥ δ∗, a.e. in I × Ω, for all n ∈ N,

%n(t)→ %(t) in L2(Ω) and weakly in H1(Ω), as n→∞, a.e. t ∈ I,

and {
ζ ∈ C(I;L2(Ω)) ∩ L1(I;BV (Ω)), {ζn |n ∈ N} ⊂ L2(I;H1(Ω)),

ζn(t)→ ζ(t) in L2(Ω) as n→∞, a.e. t ∈ I.

Then the functions

t ∈ I 7→
∫

Ω

d[%(t)|Dζ(t)|], and t ∈ I 7→
∫

Ω

%n(t)|∇ζn(t)| dx, n ∈ N,

are integrable. Moreover, if∫
I

∫
Ω

%n(t)|∇ζn(t)|σn dx dt→
∫
I

∫
Ω

d[%(t)|Dζ(t)|]dt

as n→∞, and
ω ∈ C(I;L2(Ω))∩L∞(I;H1(Ω))∩L∞(I×Ω) and {ωn |n ∈ N} ⊂ L2(I;L2(Ω)),

{ωn |n ∈ N} is a bounded sequence in L∞(I × Ω),

ωn(t)→ ω(t) in L2(Ω) and weakly in H1(Ω) as n→∞, a.e. t ∈ I,

then ∫
I

∫
Ω

ωn(t)|∇ζn(t)|σn dx dt→
∫
I

∫
Ω

d[ω(t)|Dζ(t)|]dt

as n→∞.

Let ν∗, h∗ := h†1 ∈ (0, 1) be the constants as in (4.17a) and (4.9). We take {[ṽσ0 , θ̃σ0 ]}σ∈(0,1) =

{[w̃σ0 , η̃σ0 , θ̃σ0 ]}σ∈(0,1) such that{
[ṽσ0 , θ̃

σ
0 ] ∈ D∗1(θ0) for all σ ∈ (0, 1),

[ṽσ0 , θ̃
σ
0 ]→ [v0, θ0] in L2(Ω)3 as σ → 0.

(5.1)

Then, for any ν ∈ (ν0, ν∗), σ ∈ (0, 1), and h ∈ (0, h∗), Lemma 4.3 guarantees the existence
of a unique solution {[ṽν,σi , θ̃ν,σi ]}∞i=1 to (AP)ν,σh in the case of [vν,σ0 , θν,σ0 ] = [ṽσ0 , θ̃

σ
0 ]. Also,
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we take three kinds of time interpolations [vν,σh , θ
ν,σ

h ] ∈ L∞loc([0,∞);H1(Ω))3, [vν,σh , θν,σh ] ∈
L∞loc([0,∞);H1(Ω))3, and [v̂ν,σh , θ̂ν,σh ] ∈ W 1,∞

loc ([0,∞);H1(Ω))3, by letting

[vν,σh (t), θ
ν,σ

h (t)] := [ṽν,σi , θ̃ν,σi ], if t ∈ ((i− 1)h, ih] ∩ [0,∞) with some i ∈ Z,

[vν,σh (t), θν,σh (t)] := [ṽν,σi−1, θ̃
ν,σ
i−1], if t ∈ [(i− 1)h, ih) with some i ∈ N,

[v̂ν,σh (t), θ̂ν,σh (t)] :=
ih− t
h

[ṽν,σi−1, θ̃
ν,σ
i−1] +

t− (i− 1)h

h
[ṽν,σi , θ̃ν,σi ],

if t ∈ [(i− 1)h, ih) with some i ∈ N,

(5.2)

for all t ≥ 0. Moreover, we define uh ∈ L2
loc([0,∞);L2(Ω)) by

uh := ui if t ∈ ((i− 1)h, ih] ∩ [0,∞) with some 0 ≤ i ∈ Z.

Then, due to Lemma 4.3, (5.1) implies that{
vν,σh (t), vν,σh (t), v̂ν,σh (t) ∈ [0, 1]2,

max
{
|θν,σh (t)|, |θν,σh (t)|, |θ̂ν,σh (t)|

}
≤ |θ̃σ0 |L∞(Ω) ≤ |θ0|L∞(Ω),

(5.3)

a.e. in Ω, for all t ≥ 0, ν ∈ (ν0, ν∗), σ ∈ (0, 1), and h ∈ (0, h∗). By using these
interpolations, the inequality (4.4) of energy dissipation leads to

1

2

∫ t

s

|(v̂ν,σh )t(τ)|2L2(Ω)2dτ +

∫ t

s

∣∣√α0(vν,σh (τ))(θ̂ν,σh )t(τ)
∣∣2
L2(Ω)

dτ

+Fν,σ(vν,σh (t), θ
ν,σ

h (t)) + c

∫
Ω

u†wν,σh (t)dx− c2

∫ t

0

∫
Ω

|uh(τ)− u†|2dxdτ

≤ Fν,σ(vν,σh (s), θν,σh (s)) + c

∫
Ω

u†wν,σh (s)dx− c2

∫ s

0

∫
Ω

|uh(τ)− u†|2dxdτ,

(5.4)

for any 0 ≤ s ≤ t < +∞. Similarly, (4.5) and (4.10) derive

1

2

∫ t

0

τ |(v̂ν,σh )t(τ)|2L2(Ω)2dτ +

∫ t

0

τ
∣∣√α0(vν,σh (τ))(θ̂ν,σh )t(τ)

∣∣2
L2(Ω)

dτ

+tFν,σ(vν,σh (t), θ
ν,σ

h (t)) + ct(u†, wν,σh (t))L2(Ω) ≤
∫ t+h

0

Fν,σ(vν,σh (τ), θν,σh (τ))dτ

+c

∫ t

0

(u†, wν,σh (τ))L2(Ω)dτ + c2(t+ h)

∫ t+h

0

|uh(τ)− u†|2L2(Ω)dτ + 2ch|u†|L N(Ω),

(5.5)

and

1

2
(|vν,σh (t)−w0|2L2(Ω)2 + A∗|θ

ν,σ

h (t)− ω0|2L2(Ω)) +
B∗
2

∫ t

0

Fν,σ(vν,σh (τ), θν,σh (τ))dτ

≤ 1

2
(|ṽσ0 −w0|2L2(Ω)2 + A∗|θ̃σ0 − ω0|2L2(Ω)) +

h

B∗
Fν,σ(ṽσ0 , θ̃

σ
0 )

+2tC∗(1 + |w0|2H1(Ω)2 + |ω0|2H1(Ω)) +
c2

2

∫ t+h

0

|uh(τ)|2L2(Ω)dτ,

(5.6)
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for all 0 ≤ t < +∞, ν ∈ (ν0, ν∗), σ ∈ (0, 1), and h ∈ (0, h∗), respectively.
Using (5.1) and a diagonal argument, we can obtain sequences {νn}∞n=1 ⊂ (ν0, ν∗),

{σn}∞n=1 ⊂ (0, 1), and {hn}∞n=1 ⊂ (0, h∗), such that

(1) if ν0 > 0, then{
νn := ν0, 0 < σn+1 < σn < 2−n, 0 < hn+1 < hn < h∗2

−n,

0 ≤ hnFνn,σn(ṽσn0 , θ̃σn0 ) < 2−n,
(5.7)

for all n ∈ N;

(2) if ν0 = 0, then{
0 = ν0 < νn+1 < νn < ν∗2

−n, σn := νn, 0 < hn+1 < hn < h∗2
−n,

0 ≤ hnFνn,σn(ṽσn0 , θ̃σn0 ) < 2−n,
(5.8)

for all n ∈ N.

According to (5.3)-(5.8), the sequences

{[vn(t), θn(t)]}∞n=1 := {[vνn,σnhn
(t), θ

νn,σn
hn (t)]}∞n=1 ⊂ L∞loc([0,∞);H1(Ω)3),

{[vn(t), θn(t)]}∞n=1 := {[vνn,σnhn
(t), θνn,σnhn

(t)]}∞n=1 ⊂ L∞loc([0,∞);H1(Ω)3),

{[v̂n(t), θ̂n(t)]}∞n=1 := {[v̂νn,σnhn
(t), θ̂νn,σnhn

(t)]}∞n=1 ⊂ W 1,∞
loc ([0,∞);H1(Ω)3),

{[v0,n, θ0,n]}∞n=1 := {[ṽνn,σn0 , θ̃νn,σn0 ]}∞n=1 ⊂ D1(θ0),

(5.9)

{un}∞n=1 := {uhn}∞n=1 ⊂ L2
loc([0,∞);L2(Ω)), (5.10)

and sequences {F u†

n }∞n=1, {F
u†

n }∞n=1 ⊂ L1
loc([0,∞)), defined as:

F
u†

n (t) := Fνn,σn(vn(t), θn(t))

+c

∫
Ω

u†wn(t)dx− c2

∫ t

0

∫
Ω

|uhn(τ)− u†|2dxdτ,

F u†

n (t) := Fνn,σn(vn(t), θn(t))

+c

∫
Ω

u†wn(t)dx− c2

∫ t

0

∫
Ω

|uhn(τ)− u†|2dxdτ,

for all t ≥ 0, and n = 1, 2, 3, . . . ,

(5.11)

satisfy the following properties:

(]a) {[vn(t), θn(t)], [vn(t), θn(t)], [v̂n(t), θ̂n(t)]}∞n=1 ⊂ D1(θ0), for all t ≥ 0;

(]b) {[vn, θn]}∞n=1 and {[vn, θn]}∞n=1 are bounded in L∞loc((0,∞);L2(Ω)3)∩L∞(Q)3, {[v̂n, θ̂n]}∞n=1

is bounded in Cloc((0,∞);L2(Ω)3) ∩ W 1,2
loc ((0,∞);L2(Ω)3) ∩ L∞loc((0,∞);H1(Ω) ×

H1(Ω)×BV (Ω))∩L∞(Q)3. Also, {νnθn}∞n=1, {νnθn}∞n=1, and {νnθ̂n}∞n=1 are bounded
in L∞loc((0,∞);H1(Ω));
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(]c) {F u†

n }∞n=1 and {F u†

n }∞n=1 are sequences of nonincreasing functions on (0,∞), which
are bounded in L1

loc([0,∞)) and BVloc((0,∞));

(]d) hnFνn,σn(v0,n, θ0,n)→ 0 as n→∞;

(]e) un → u in L2
loc([0,∞);L2(Ω)) as n→∞.

Taking into account the compactness results as in [2, Chapter 3] and [30, Corollary 4],

there exists [v, θ] ∈ Cloc((0,∞);L2(Ω)3) and subsequences (not relabeled) of {[v̂n, θ̂n]}∞n=1

such that 

v ∈ W 1,2
loc ((0,∞);L2(Ω)2) ∩ L∞loc((0,∞);H1(Ω)2),

θ ∈ W 1,2
loc ((0,∞);L2(Ω)), |Dθ(·)|(Ω) ∈ L∞loc((0,∞)),

ν0θ ∈ L∞loc((0,∞);H1(Ω)),

0 ≤ w ≤ 1, 0 ≤ η ≤ 1, and |θ| ≤ |θ0|L∞(Ω) a.e. in Q,

(5.12)

and 

v̂n → v in Cloc((0,∞);L2(Ω)2), weakly in W 1,2
loc ((0,∞);L2(Ω)2),

weakly- ∗ in L∞loc((0,∞);H1(Ω)2), and weakly- ∗ in L∞(Q)2,

v̂n(t)→ v(t) in L2(Ω)2, weakly in H1(Ω)2 for any t > 0,

θ̂n → θ in Cloc((0,∞);L2(Ω)), weakly in W 1,2
loc ((0,∞);L2(Ω)),

and weakly- ∗ in L∞(Q),

θ̂n(t)→ θ(t) in L2(Ω), and weakly- ∗ in BV (Ω), for any t > 0,

(5.13)

as n→∞. Moreover, by the energy inequality (5.4), we obtain
max{|vn(t)− v̂n(t)|L2(Ω)2 , |vn(t)− v̂n(t)|L2(Ω)2} ≤

∫ ih

(i−1)h

|(v̂n)t(t)|L2(Ω)2dt,

max{|θn(t)− θ̂n(t)|L2(Ω), |θn(t)− θ̂n(t)|L2(Ω)} ≤
∫ ih

(i−1)h

|(θ̂n)t(t)|L2(Ω)dt,

(5.14)

for n = 1, 2, 3, . . . . Therefore, the following convergences

vn → v, vn → v in L∞loc((0,∞);L2(Ω)2),

weakly- ∗ in L∞loc((0,∞);H1(Ω)2),
and weakly- ∗ in L∞(Q)2,

vn(t)→ v(t), vn(t)→ v(t) in L2(Ω)2,
weakly in H1(Ω)2, for any t > 0,

(5.15)

and 

θn → θ, θn → θ in L∞loc((0,∞);L2(Ω)),
and weakly- ∗ in L∞(Q),

θn(t)→ θ(t), θn(t)→ θ(t) in L2(Ω),
and weakly- ∗ in BV (Ω), for any t > 0,(√
β(vn)∇(νnθn)

)
(t)→

(√
β(v)∇(ν0θ)

)
(t)

weakly in L2(Ω)N , for any t > 0,

(5.16)
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hold as n→∞. If ν0 > 0, then additional convergences follow that

θ̂n, θn, θn → θ weakly- ∗ in L∞loc((0,∞);H1(Ω)),

θ̂n(t), θn(t), θn(t)→ θ(t) weakly in H1(Ω) for any t > 0,

(α(vn)∇θn)(t)→ (α(v)∇θ)(t) and (
√
β(vn)∇θn)(t)→ (

√
β(v)∇θ)(t)

weakly in L2(Ω)N , for any t > 0,

(5.17)

as n→∞. Moreover, there exists a function J u†
∗ ∈ BVloc((0,∞)) such that

F u†

n →J u†

∗ weakly- ∗ in BVloc((0,∞)),

weakly- ∗ in L∞loc((0,∞)), and a.e. in (0,∞), (5.18)

as n → ∞, by taking a suitable subsequence if necessary. Thus, we get the convergence
results for the approximate sequences.

Next, we prove that the limit function [v, θ] satisfies the variational inequalities in (S2)
and (S3). To see this, we define the time-dependent weighted total variation (cf. [20]),
and refer the corresponding convergence results (cf. [21, Theorem 4.8], [28, Lemma 5.1,
Lemma 6.3], and [25, Main Theorem 1]).

Lemma 5.3 Let I ⊂ (0,∞) be a fixed bounded open interval, and let ΦI
ν0

: L2(I;L2(Ω))→
[0,∞] and ΦI

νn,σn : L2(I;L2(Ω))→ [0,∞] be functionals defined as

ζ ∈ L2(I;L2(Ω)) 7→ ΦI
ν0

(v; ζ) :=

∫
I

Φν0(v(t); ζ(t))dt ∈ [0,∞],

and

ζ ∈ L2(I;L2(Ω)) 7→ ΦI
νn,σn(vn; ζ) :=

∫
I

Φσn
νn (vn(t); ζ(t))dt ∈ [0,∞],

for v = [w, η] ∈ L∞(I;H1(Ω)2)∩L∞(I×Ω)2 and vn = [wn, ηn] ∈ L∞(I;H1(Ω)2)∩L∞(I×
Ω)2, n ∈ N, as in (5.12)-(5.16). Then, the following two statements hold:

(G-1) ΦI
ν0

(v; · ), and ΦI
νn,σn(vn; · ), n ∈ N, are proper l.s.c. and convex functions on

L2(I;L2(Ω)) such that

• if ν0 = 0, then D(ΦI
ν0

(v; · )) = L1(I;BV (Ω)) ∩ L2(I;L2(Ω)),

• if ν0 > 0, then D(ΦI
ν0

(v; · )) = D(ΦI
νn,σn(vn; · )) = L2(I;H1(Ω)), for all n ∈ N.

(G-2) the sequence {ΦI
νn,σn(vn; · )}∞n=1 converges to ΦI

ν0
(v; · ) on L2(I;L2(Ω)), in the sense

of Γ-convergence, as n→∞.

Remark 5.4 If ν0 > 0, then the sequence {ΦI
νn,σn(vn; · )}∞n=1 converges to ΦI

ν0
(v; · ) on

L2(I;L2(Ω)), in the sense of Mosco-convergence, as n→∞ (cf. [28, Lemma 5.1]).
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Let I be any bounded open interval such that I ⊂⊂ (0,∞). By (4.2) and (4.3), the
sequences, as in (5.13)-(5.16), satisfy the following two variational inequalities:∫

I

((v̂n)t(t),vn(t)−$(t))L2(Ω)2dt+

∫
I

(∇vn(t),∇(vn −$)(t))L2(Ω)2dtv

+

∫
I

([∇G](uhn ;vn)(t),vn(t)−$(t))L2(Ω)2dt+

∫
I

∫
Ω

γ(vn(t))dxdt

+

∫
I

∫
Ω

(
vn −$)(t) · (|∇θn(t)|σn [∇α](vn(t)) + ν2

n|∇θn(t)|2[∇β](vn(t))
)
dxdt

≤
∫
I

∫
Ω

γ($(t))dxdt

(5.19)

for any $ ∈ L2(I;H1(Ω)2) ∩ L∞(I × Ω)2 and any n ∈ N, and∫
I

(α0(vn(t))(θ̂n)t(t), θn(t)− ζ(t))L2(Ω)dt

+ΦI
νn,σn(vn(t); θn(t)) ≤ ΦI

νn,σn(vn(t); ζ(t))

(5.20)

for any ζ ∈ L2(I;H1(Ω)) and any n ∈ N.

Let us take any ζ ∈ D(ΦI
ν0

(v; · )). On account of Lemma 5.3, we can find a sequence
{ζn}∞n=1 ⊂ L2(I;H1(Ω)) such that

ζn → ζ in L2(I;L2(Ω)) and ΦI
νn,σn(vn; ζn)→ ΦI

ν0
(v; ζ),

as n→∞. Then, by (5.12)-(5.16), (5.20), Lemmas 5.2, 5.3, and Remark 4.2, we see that∫
I

(α0(v(t))θt(t), θ(t)− ζ(t))L2(Ω)dt+ ΦI
ν0

(v(t); θ(t))

≤ lim
n→∞

∫
I

(α0(vn(t))(θ̂n)t(t), θn(t)− ζ(t))L2(Ω)dt+ lim inf
n→∞

ΦI
νn,σn(vn; θn)

≤ lim
n→∞

ΦI
νn,σn(vn; ζn) = ΦI

ν0
(v; ζ). (5.21)

Since the choices of the bounded open interval I ⊂⊂ (0,∞) and the function ζ ∈
D(ΦI

ν0
(v; ·)) is arbitrary, we derive the variational inequality in (S3), as a straightfor-

ward consequence of (5.21).

Next, we put ζ = θ in (5.21). Then, it can be seen that

ΦI
ν0

(v; θ) ≤ lim inf
n→∞

ΦI
νn,σn(vn; θn) ≤ lim sup

n→∞
ΦI
νn,σn(vn; θn) ≤ ΦI

ν0
(v; θ),

that is
lim
n→∞

ΦI
νn,σn(vn; θn) = ΦI

ν0
(v; θ).

Also, from (5.13)–(5.17), (AP2), and Lemma 5.1, one can see that:

lim inf
n→∞

∫
I

∫
Ω

α(vn(t))|∇θn|σndxdt

≥ lim inf
n→∞

∫
I

∫
Ω

α(vn(t))
(
q0(σn)|∇θn(t)| − r0(σn)

)
dxdt

≥
∫
I

∫
Ω

d
[
α(v(t))|Dθ(t)|

]
dt,
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and

lim inf
n→∞

∫
I

∫
Ω

β(vn(t))|∇(νnθn)(t)|2dxdt = lim inf
n→∞

∣∣√β(vn)|∇(νnθn)|
∣∣2
L2(I;L2(Ω)N )

≥
∣∣√β(v)|∇(ν0θ)|

∣∣2
L2(I;L2(Ω)N )

=

∫
I

∫
Ω

β(v(t))|∇(ν0θ)(t)|2dxdt.

The above observations mean that∫
I

∫
Ω

α(vn(t))|∇θn(t)|σndxdt→
∫
I

∫
Ω

d[α(v(t))|Dθ(t)|]dt, (5.22)

and ∫
I

∫
Ω

β(vn(t))|∇(νnθn)(t)|2dxdt→
∫
I

∫
Ω

β(v(t))|∇(ν0θ)(t)|2dxdt (5.23)

as n → ∞. By (5.12), (5.15), (5.16), (5.22), (A2), and (]b), we apply Lemma 5.2 with
ρ = α(v), {ρn}∞n=1 = {α(vn)}∞n=1, ζ = θ, {ζn}∞n=1 = {θn}∞n=1, ω = 1, and {ωn}∞n=1 = {1}.
Then, we have ∫

I

∫
Ω

|∇θn(t)|σndxdt→
∫
I

∫
Ω

|Dθ(t)|dt (5.24)

as n→∞.

Besides, we take I = (t0, t1) ⊂ R with 0 < t0 < t1 < ∞. Using (A2), (5.2), (5.4),
(5.8), and (]b), it is deduced that

|θn − θn|L∞(I;L2(Ω)) ≤
√
hn|(θ̂n)t|L2(I;L2(Ω)) → 0, (5.25a)

∣∣∣∣ ∫
I

∫
Ω

|∇θn(t)|σndxdt−
∫
I

∫
Ω

|∇θn(t)|σndxdt
∣∣∣∣

≤ hn

∣∣∣∣∫
Ω

(
|∇θn(t1)|σn − |∇θn(t0)|σn

)
dx

∣∣∣∣
≤ 2hn

δ∗

(
Fνn(v0,n, θ0,n) + c|u†|L1(Ω) + c2|un − u†|2L2(I;L2(Ω))

)
→ 0, (5.25b)

as n→∞. As is seen from the above convergences, (5.12), (5.15), (5.16), (A2), and (]b),
we take any $ ∈ [H1(Ω) ∩ L∞(Ω)]2, and apply Lemma 5.2 with ρ = 1, {ρn}∞n=1 = {1},
ζ = θ, {ζn}∞n=1 = {θn}∞n=1, ω = $ · [∇α](v), and {ωn}∞n=1 = {$ · [∇α](vn)}. Then, we
see that

lim
n→∞

∫
I

∫
Ω

$ · [∇α](vn(t))|∇θn(t)|σndxdt =

∫
I

∫
Ω

d[$ · [∇α](v(t))|Dθ(t)|]dt (5.26)

for any $ ∈ [H1(Ω) ∩ L∞(Ω)]2.
On the other hand, (5.17), (5.23), and the uniform convexity of L2-based topology

imply that √
β(vn)∇(νnθn)→

√
β(v)∇(ν0θ) in L2(I;L2(Ω)N),

and hence
∇(νnθn)→ ∇(ν0θ) in L2(I;L2(Ω)N), (5.27)
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as n→∞. In addition, by (A2), (5.4), (5.7), (5.8), and (]b), we can show that∣∣∣∣ ∫
I

∫
Ω

|∇(νnθn)|2dxdt−
∫
I

∫
Ω

|∇(νnθn)|2dxdt
∣∣∣∣

≤ 2hn
δ∗

(
Fνn(v0,n, θ0,n) + c|u†|L1(Ω) + c2|un − u†|2L2(I;L2(Ω))

)
→ 0, (5.28)

as n → ∞. As a consequence of (5.12), (5.13), (5.17), (5.27), (5.28), and (]b), it is
observed that{

νnθn → ν0θ, νnθn → ν0θ in L2(I;H1(Ω)),√
$ · [∇β](vn)∇(νnθn)→

√
$ · [∇β](v)∇(ν0θ) in L2(I;L2(Ω)N)

(5.29)

for any $ ∈ [H1(Ω) ∩ L∞(Ω)]2 as n→∞.
From (5.12)–(5.16), (5.26), and (5.29), letting n→∞ in (5.19) implies∫

I

(vt(t),v(t)−$)L2(Ω)2dt+

∫
I

(∇v(t),∇(v(t)−$))L2(Ω)2Ndt

+

∫
I

([∇G](u;v)(t),v(t)−$)L2(Ω)2dt+

∫
I

∫
Ω

γ(v(t))dxdt

+

∫
I

∫
Ω

d[(v(t)−$) · [∇α](v(t))|Dθ(t)|]dt

+

∫
I

∫
Ω

(v(t)−$) · [∇β](v(t))|∇(ν0θ)(t)|2dxdt ≤
∫
I

∫
Ω

γ($)dxdt

for any $ ∈ [H1(Ω)∩L∞(Ω)]2, and any ν0 ∈ [0, 1). Since the open interval I ⊂ (0,∞) is
arbitrary, v = [w, η] satisfies the variational inequalities in (S2).

We next check the initial condition. To see this, we fix t ∈ (0,∞), `, n ∈ N. We take
[h, ν, σ] = [hn, νn, σn] and [w0, ω0] = [v0,`, θ0,`] in (5.6). By (A2), (A3), (A4), (4.1), (5.1),
(5.7)-(5.17), and Lemma 5.3, letting n→∞ gives that

1

2
(|v(t)− v0,`|2L2(Ω)2 + A∗|θ(t)− θ0,`|2L2(Ω))

+
B∗
4

∫ t

0

|∇v|2L2(Ω)2Ndt+
B∗
2
δ∗||Dθ(·)|(Ω)|L1(0,t) +

B∗
2
δ∗|∇(ν0θ)|L2(0,t;L2(Ω)N )

≤ 1

2
(|v0 − v0,`|2L2(Ω)2 + A∗|θ0 − θ0,`|2L2(Ω)) + 2tC∗(1 + |v0,`|2H1(Ω)2 + |θ0,`|2H1(Ω))

+
c2

2

∫ t

0

|u|2L2(Ω)dτ.

Hence, it holds that v ∈ L2
loc([0,∞);H1(Ω)2), |Dθ(·)|(Ω) ∈ L1

loc([0,∞)) and ν0θ ∈
L2

loc([0,∞);H1(Ω)) hold.
Furthermore, it follows that

1

2
(|v(t)− v0|2L2(Ω)2 + A∗|θ(t)− θ0|2L2(Ω))

≤ |v(t)− v0,`|2L2(Ω)2 + A∗|θ(t)− θ0,`|2L2(Ω) + |v0,` − v0|2L2(Ω) + A∗|θ0,` − θ0|2L2(Ω),
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for any t ∈ (0,∞) and ` ∈ N. Combining the above two inequalities, we can deduce that

lim sup
t↓0

(|v(t)− v0|2L2(Ω)2 + A∗|θ(t)− θ0|2L2(Ω))

≤ 4(|v0,` − v0|2L2(Ω)2 + A∗|θ0,` − θ0|2L2(Ω)).

By (5.1), (5.9), and (5.15)–(5.16), the above inequality implies [v, θ] ∈ C([0,∞);L2(Ω)3)
and [v(0), θ(0)] = [v0, θ0] in L2(Ω)3. Therefore, (S1) is verified.

Finally, we prove the energy dissipation (S4). The verification of (S4) is reduced to
the following key lemma.

Lemma 5.5 (Energy inequality) Let ν∗ be the positive constant, obtained in Lemma
4.4, and let ν0 ∈ [0, ν∗) be a fixed constant. Let [v(t), θ(t)] = [w(t), η(t), θ(t)] be the triplet
of functions, as in (5.12)–(5.17). Let J u†

∗ ∈ BVloc((0,∞)) be the function, as in (5.18).
Then,

J u†

∗ (t) = F̂ u†

ν0
(t) := Fν0(v(t), θ(t))

+ c

∫
Ω

u†w(t)dx− c2

∫ t

0

∫
Ω

|u(τ)− u†|2dxdτ, (5.30)

for a.e. t ∈ (0,∞). Moreover, the following energy inequality holds:

1

2

∫ t

s

|vt(τ)|2L2(Ω)2dτ +

∫ t

s

|
√
α0(v(τ))θt(τ)|2L2(Ω)dτ + J u†

∗ (t) ≤J u†

∗ (s) (5.31)

for a.e. 0 < s < t <∞. Therefore, J u†
∗ is non-increasing on (0,∞).

Proof. We take any bounded open interval I ⊂⊂ (0,∞) and a sequence {vn}∞n=1 ⊂
C∞(I × Ω)2 such that vn → v in L2(I;H1(Ω)2) as n→∞. Moreover, we choose $ = vn
in (5.19). By (5.24)-(5.26), Lemma 5.2 with ρ = 1, {ρn}∞n=1 = {1}, ζ = θ, {ζn}∞n=1 =
{θn}∞n=1, ω = 0, and {ωn}∞n=1 = {(vn − vn) · [∇α](vn)}∞n=1, and (5.29) with $ = vn(t)−
vn(t) follow that∫

I

|∇v(t)|2L2(Ω)2Ndt ≤ lim inf
n→∞

∫
I

|∇vn(t)|2L2(Ω)2Ndt ≤ lim sup
n→∞

∫
I

|∇vn(t)|2L2(Ω)2Ndt

≤ lim
n→∞

{∫
I

|∇vn(t)|2L2(Ω)2Ndt− 2

∫
I

((v̂n)t(t) + [∇G](un;vn)(t), (vn − vn)(t))L2(Ω)2dt

−2

∫
I

∫
Ω

(vn(t)− vn(t)) · ([∇α](vn(t))|∇θn|σn + ν2
n[∇β](vn(t))|∇θn(t)|2)dxdt

+2(

∫
I

∫
Ω

γ(vn(t))dxdt−
∫
I

∫
Ω

γ(vn(t))dxdt)

}
=

∫
I

|∇v(t)|2L2(Ω)2Ndt.

(5.32)
Using (5.15)-(5.17), (5.22), (5.29), (5.32), (]e), and the uniform convexities of the L2-type
topologies, we see that 

vn → v in L2(I;H1(Ω)2),∫
I

F
u†

n (t)dt→
∫
I

F̂ u†

ν0
(t)dt,

(5.33)
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as n→∞. Here, putting:C0 := c|u†|L1(Ω) + c2|u− u†|2L2(I;L2(Ω)),

Cn := c|u†|L1(Ω) + c2|un − u†|2L2(I;L2(Ω)) for n = 1, 2, 3, . . . ,

we easily see from (5.12), (5.11), (5.30), and (]a) that:F̂ u†
ν0

+ C0 ≥ 0, and F u†

n + Cn ≥ 0 for n = 1, 2, 3, . . . ,

Cn → C0 as n→∞.
(5.34)

(5.7)–(5.8), (5.15)–(5.17), (5.34), and (]e) enable us to compute:∣∣∣∣ ∫
I

(
F u†

n (t) + Cn
)
dt−

∫
I

(
F̂ u†

ν0
(t) + C0

)
dt

∣∣∣∣
≤
∣∣∣∣∫
I

F u†

n (t)dt−
∫
I

F
u†

n (t)dt

∣∣∣∣
+

∣∣∣∣∫
I

(
F

u†

n (t) + Cn
)
dt−

∫
I

(
F̂ u†

ν0
(t) + C0

)
dt

∣∣∣∣
≤ 2hn

(
Fνn,σn(v0,n, θ0,n) + c|u†|L1(Ω) + c2|un − u†|2L2(I;L2(Ω))

)
+

∣∣∣∣∫
I

F
u†

n (t)dt−
∫
I

F̂ u†

ν0
(t)dt

∣∣∣∣+ |Cn − C0|L 1(I)

→ 0, (5.35)

as n→∞, for any bounded open interval I ⊂⊂ (0,∞).
For any given bounded open set A ⊂ (0,∞), we denote by IA the at most countable

class of pointwise disjoint open intervals such that ∪Ĩ∈IA Ĩ = A. Here (5.35) yields that

∑
Ĩ∈Ĩ

∫
Ĩ

(
F̂ u†

ν0
(t) + C0

)
dt ≤ lim inf

n→∞

∫
A

(
F u†

n (t) + Cn
)
dt,

for any finite subclass Ĩ ⊂ IA. Here, it follows that∫
A

(
F̂ u†

ν0
(t) + C0

)
dt ≤ lim inf

n→∞

∫
A

(
F u†

n (t) + Cn
)
dt, (5.36)

for all A ⊂⊂ (0,∞). Applying [2, Proposition 1.80] to (5.33)-(5.36), we can see that

F u†

n =
(
F u†

n + Cn
)
− Cn →

(
F̂ u†
ν0

+ C0

)
− C0 = F̂ u†

ν0
,

weakly-∗ in Mloc((0,∞)),
(5.37)

as n→∞. Consequently, it follows from (5.18) and (5.37) that

F̂ u†

ν0
(t) = J u†

∗ (t) (5.38)

a.e. t ∈ (0,∞).
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In addition, employing (5.18) and (5.38), and passing to the limit as n→∞ in (5.4)
with [h, ν, σ] = [hn, νn, σn], the energy inequality (5.31) holds. Also, (5.12), (5.30), and
(5.38) show that

J u†

∗ = F̂ u†

ν0
∈ L1

loc([0,∞)) ∩ L∞loc((0,∞)). (5.39)

Combining (5.31), (5.38), and (5.39), the desired assertion holds. 2

Remark 5.6 In the following, we assign the left-continuous expression of t ∈ (0,∞) 7→
F̂ u†
ν0

(v(t), θ(t)) to the function J u†
∗ (t) in (5.30). Then, (5.31) can be satisfied for all

0 < s ≤ t <∞ by the nonincreasing property of J u†
∗ .

6 Proof of Main Theorem 2

Let ν0 ≥ 0 be a fixed constant. In this section, we prove the large-time behavior for the
solutions to (S)ν0 which are constructed in Section 5. To prove this, we recall the results
for weighted total variations.

Lemma 6.1 (cf. [21, Lemma 4.4]) Let I ⊂ (0,∞) be a bounded open interval. Let
ρ ∈ C(I;L2(Ω))∩L∞(I;H1(Ω))∩L∞(I×Ω) and {ρn}∞n=1 ⊂ C(I;L2(Ω))∩L∞(I;H1(Ω)),
ζ ∈ L2(I;L2(Ω)), and {ζn}∞n=1 ⊂ L2(I;L2(Ω)) be such that |Dζ(·)|(Ω) ∈ L1(I), and

ρ(t), ρn(t) ∈ Wc(Ω) a.e. t ∈ I,

t ∈ I 7→
∫

Ω

d[ρ(t)|Dζ(t)|] and t ∈ I 7→
∫

Ω

d[ρn(t)|Dζn(t)|], for n ∈ N, are measurable,

ρn(t)→ ρ(t) in L2(Ω) and weakly in H1(Ω) a.e. t ∈ I, as n→∞,

ζn(t)→ ζ(t) a.e. t ∈ I, as n→∞,

ρ ≥ δ0 and inf
n∈N

ρn ≥ δ0 a.e. in I × Ω, for some constant δ0 > 0

are satisfied. Also, let ω ∈ C(I;L2(Ω)) ∩ L∞(I;H1(Ω)) ∩ L∞(I × Ω) and {ρn}∞n=1 ⊂
C(I;L2(Ω)) ∩ L∞(I;H1(Ω)) ∩ L∞(I × Ω) be such that

ωn(t)→ ω(t) in L2(Ω) and weakly in H1(Ω), a.e. t ∈ I, as n→∞,

|ω| ≤M0 and sup
n∈N
|ωn| ≤M0 a.e. in I × Ω, for some constant M0 > 0

hold. In addition, let us assume∫
I

∫
Ω

d[ρn(t)|Dζn(t)|]dt→
∫
I

∫
Ω

d[ρ(t)|Dζ(t)|]dt

as n→∞. Then, ∫
I

∫
Ω

d[ωn(t)|Dζn(t)|]dt→
∫
I

∫
Ω

d[ω(t)|Dζ(t)|]dt

as n→∞.
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Lemma 6.2 (cf. [25, Theorem 4.1]) Let I ⊂ (0,∞) be any open interval. If a func-
tion ṽ ∈ C(I;L2(Ω)2)∩L∞(I;H1(Ω)2)∩L∞(I×Ω)2 and a sequence {ṽn}∞n=1 ⊂ C(I;L2(Ω)2)∩
L∞(I;H1(Ω)2)∩L∞(I ×Ω)2 satisfy that {ṽn}∞n=1 is bounded in L∞(I ×Ω)2, and ṽn(t)→
ṽ(t) in L2(Ω)2 and weakly in H1(Ω)2 as n → ∞, for a.e. t ∈ I, then the sequence
{ΦI

ν0
(ṽn; · )}∞n=1 converges to ΦI

ν0
(ṽ; · ) on L2(I;L2(Ω)), in the sense of Γ-convergence, as

n→∞.

Remark 6.3 (cf. [21, Remark 4.1] ) If ρ ∈ W0(Ω), {ρn}∞n=1 ⊂ W0(Ω), ζ ∈ L2(Ω),
and {ζn}∞n=1 ⊂ L2(Ω) fulfill that

ρn → ρ in L2(Ω) and weakly in H1(Ω), ζn → ζ in L2(Ω)

as n→∞, and
ρ ∈ Wc(Ω) or sup

n∈N
|Dζn|(Ω) <∞,

then,

lim inf
n→∞

∫
Ω

d[ρn|Dζn|] ≥
∫

Ω

d[ρ|Dζ|].

We fix the function u∞ which is defined in (A6), and set u† = u∞ in Lemma 5.5.
Then, the functional J u∞

∗ is nonincreasing on (0,∞), and satisfies (5.30) and (5.31) with
u† = u∞. In view of (S1), Remarks 5.6 and 6.3, we see that

1

2

∫ t

s

|vt(τ)|2L2(Ω)2dτ +

∫ t

s

|
√
α0(v(τ))θt(τ)|2L2(Ω)dτ + F̂ u∞

ν0
(t) ≤J u∞

∗ (s), (6.1)

for all 1 ≤ s ≤ t <∞.

Let [v, θ] ∈ C([0,∞);L2(Ω)3)∩W 1,2
loc ((0,∞);L2(Ω)3) be an energy dissipative solution

to (S)ν0 . Then, from (6.1), (A2), and Remark 2.2 (Fact 4), we estimate that:

1

2

∫ t

1

(
|vt(τ)|2L2(Ω) + δ∗|θt(τ)|2L2(Ω)

)
dt+

1

2
|∇v(t)|2L2(Ω)N + δ∗|Dθ(t)|(Ω)

≤Fν0(v(1− 0), θ(1− 0)) + c|u∞|L1(Ω) + c2|u− u∞|2L2(1,∞;L2(Ω)) =: K∗,

for all t ≥ 1. This implies that [vt, θt] ∈ L2(1,∞;L2(Ω)3), and hence

[vt(·+ s), θt(·+ s)]→ 0 (= [0, 0, 0]) in L2((0, 1);L2(Ω)3) (6.2)

as s→∞, and

{[v(t), θ(t)] | t ≥ 1} ⊂ F1 :=

{
[ṽ, θ̃] ∈ D0

|θ̃| ≤ |θ0|L∞(Ω) a.e. in Ω, and

|∇ṽ|2L2(Ω)N + δ∗|Dθ̃|(Ω) ≤ 2K∗

}
. (6.3)

Due to (3.1), (A1)–(A6), and Remark 6.3, F1 is closed in L2(Ω)3, and bounded in [H1(Ω)∩
L∞(Ω)]2 × [BV (Ω) ∩ L∞(Ω)]. Consequently, F1 is compact in L2(Ω)3.

From the above, there exist a triplet [v∞, θ∞] ∈ L2(Ω)3 and a sequence {tn} with
1 ≤ t1 < t2 < · · · < tn →∞ as n→∞ such that

[v(tn), θ(tn)]→ [v∞, θ∞] in L2(Ω)3 (6.4)

32



as n → ∞. This means that ω(v, θ) 6= ∅. Moreover, the compactness of ω(v, θ) is given
by the compactness of F1, and

ω(v, θ) =
⋂
s≥0

{[v(t), θ(t)] | t ≥ s} ⊂ {[v(t), θ(t)] | t ≥ 1} ⊂ F1.

Next, we take any [v∞, θ∞] ∈ ω(v, θ), with the divergent sequence {tn}∞n=1 ⊂ (0,∞)
as in (6.4).Then, (i-a) is verified as a direct consequence of (S1), (6.3), and (6.4). Also,
(6.2)-(6.3) ensure that

• {vn}∞n=1 := {v(·+ tn)}∞n=1 is bounded in W 1,2(0, 1;L2(Ω)2) ∩
L∞(0, 1;H1(Ω)2),

• {θn}∞n=1 := {θ(·+tn)}∞n=1 is bounded in W 1,2(0, 1;L2(Ω)), and
{|Dθn(·)|(Ω)}∞n=1 is bounded in L∞(0, 1),

• {[vn(t), θn(t)] | t ∈ [0, 1], n ∈ N} ⊂ D∗ν0(θ0).

(6.5)

From (6.2), (6.5), and the compactness results as in [2, Chapter 3] and [30, Corollary 4],
we can obtain that

(vn)t → 0 in L2(0, 1;L2(Ω)2), and (θn)t → 0 in L2(0, 1;L2(Ω)),

vn → v in W 1,2(0, 1;L2(Ω)2), weakly- ∗ in L∞(0, 1;H1(Ω)2),

and weakly- ∗ in L∞((0, 1)× Ω)2,

θn → θ∞ in W 1,2(0, 1;L2(Ω)), and weakly- ∗ in L∞((0, 1)× Ω),

θn(t)→ θ∞ weakly- ∗ in BV (Ω), for any t ∈ (0, 1),

(6.6)

as n → ∞, by taking subsequences (not relabeled) if necessary. In particular, when
ν0 > 0, we get the following further regularity for θn:

{θn}∞n=1 is bounded in L∞(0, 1;H1(Ω)),

θn → θ∞ weakly- ∗ in L∞(0, 1;H1(Ω)),

α(vn)∇θn → α(v∞)∇θ∞,
√
β(vn)∇θn →

√
β(v∞)∇θ∞

weakly in L2(0, 1;L2(Ω)N),

(6.7)

as n → ∞. Here, we set {un}∞n=1 := {u(· + tn)}∞n=1. By (S2) and (S3), the sequence
{[vn, θn]}∞n=1 satisfies∫ 1

0

((vn)t(t),vn(t)−$)L2(Ω)2dt+

∫ 1

0

(∇vn(t),∇(vn(t)−$))L2(Ω)2dt

+

∫ 1

0

([∇G](un;vn)(t),vn(t)−$)L2(Ω)2dt+

∫ 1

0

∫
Ω

γ(vn(t))dxdt

+

∫ 1

0

∫
Ω

d[(vn(t)−$) · [∇α](vn(t))|Dθn(t)|]dt

+ν2
0

∫ 1

0

∫
Ω

(vn(t)−$) · [∇β](vn(t))|∇θn(t)|2dxdt ≤
∫ 1

0

∫
Ω

γ($)dxdt

(6.8)
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for any $ ∈ H1(Ω)2 ∩ L∞(Ω)2 and n ∈ N, and∫ 1

0

(α0(vn(t))(θn)t(t), θn(t))L2(Ω)dt+

∫ 1

0

Φν0(vn(t); θn(t))dt

≤
∫ 1

0

Φν0(vn(t); 0)dt = 0

(6.9)

for any n ∈ N. Owing to (6.2), (6.6), (6.7), (6.9), and Lemma 6.2, we can see that

0 ≤
∫ 1

0

∫
Ω

d[α(v(t))|Dθ(t)|]dt+ ν2
0

∫ 1

0

∫
Ω

β(v(t))|∇θ(t)|2dxdt

≤ lim inf
n→∞

∫ 1

0

(∫
Ω

d[α(vn(t))|Dθn(t)|] + ν2
0

∫
Ω

β(vn(t))|∇θn(t)|2dx
)
dt

≤ lim sup
n→∞

∫ 1

0

Φν0(vn(t); θn(t))dt

≤ − lim
n→∞

∫ 1

0

(α0(vn(t))(θn)t(t), θn(t))L2(Ω)dt = 0.

(6.10)

By (A2), the above inequality means (i-c).
Finally, using (6.6) and (6.10), we apply Lemma 6.1 with I = (0, 1), ρ = α(v∞),

{ρn}∞n=1 = {α(vn)}∞n=1, ζ = θ∞, {ζn}∞n=1 = {θn}∞n=1, ω = $ · [∇α](v∞), and {ωn}∞n=1 =
{$ · [∇α](vn)}∞n=1. Then, we see that∫ 1

0

∫
Ω

d[$ · [∇α](vn(t))|Dθn(t)|]dt→
∫

Ω

d[$ · [∇α](v∞)|Dθ∞|] = 0 (6.11)

as n → ∞, for any $ ∈ H1(Ω)2 ∩ L∞(Ω)2. In particular, when ν0 > 0, (6.7) and (6.9)
lead to

|∇θ∞|2L2(Ω)N = lim
n→∞

|∇θn|2L2(Ω)N = 0. (6.12)

By (6.6), (6.11), and (6.12), letting n→∞ in (6.8) yields that

(∇v∞,∇(v∞ −$))L2(Ω)2 + ([∇G](u∞;v∞),v∞ −$)L2(Ω)2

+

∫
Ω

γ(v∞)dx ≤
∫

Ω

γ($)dx,

for any $ ∈ H1(Ω)2 ∩ L∞(Ω)2. Hence, the proof of Main Theorem 2 is completed. 2

Remark 6.4 Up to the setting of the system (S)ν , we can observe the convergence of
the orbit {[v(t), η(t)]} = {[w(t), η(t), θ(t)]}, as t→∞, without taking the time sequence
{tn}. For instance, under the setting:

γ(·) = I[0,1](·), g(v) =
1

2
(w − η)2 − c

2
w2, α(w, η) = α(η), β(w, η) = β(w) and u∞ /∈ [0, 1],

it was shown in [25] that the ω-limit set is a singleton {v∞} of a constant vector v∞ =
[w∞, η∞] ∈ [0, 1]2, and moreover, [w∞, η∞] = [1, 1] (resp. [w∞, η∞] = [0, 0]) if u∞ < 0
(resp. u∞ > 1).
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