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Abstract
The dynamics of virulence evolution in vector-born plant pathogens can be complex. Here we 

use individual-based simulations to investigate how virulence evolution depends on genetic 

trade-offs and population structure in pathogen populations. Although quite generic, the model is

inspired by the ecology of the plant-pathogenic bacterium Xylella fastidiosa, and we use it to 

gain insights into possible modes of evolution of virulence in that group. In particular, we aim to 

sharpen our intuition about how virulence may evolve over short time scales in response to de-

creases in vector efficacy. We find that even when pathogens find themselves much more often 

in hosts than vectors, selection in the vector environment can cause correlational and potentially 

non-adaptive changes in virulence in the host. The extent on such correlational virulence evolu-

tion depends on many system parameters, including the pathogen transmission rate, the relative 

proportions of the pathogen population occurring in hosts versus vectors, the strengths of selec-

tion in host and vector environments, and the extent of virulence per se. But there is a statistical 

interaction between the strength of selection in vectors and the predominance of pathogens in 

hosts, such that if within-vector selection is strong enough, the predominance of pathogens 

within hosts has little effect on the evolution of virulence.

Introduction
In a mixed environment, selection tends to be more efficient in habitat types that are more com-

monly-encountered or productive (Via and Lande, 1985; Whitlock, 1996; Draghi, 2021). There-

fore, as long as a population is adapting to a common or productive habitat, evolution in less 

common or productive habitats is expected to be largely correlational (Via and Lande, 1985; 

Hardy and Forister, 2023). But what if a population’s life history entails obligate movements 

through habitats of different frequency or productivity? And what if a population’s evolution can

alter the frequency and quality of habitat types? Here we consider these general questions, with a

special focus on virulence evolution in vector-born plant pathogens.

For such pathogens, the within-host environment is much more commonly-encountered and pro-

ductive than the within-vector environment. Thus, without accounting for the details of their life 
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history, we might expect the evolution of virulence-affecting pathogen phenotypes to be driven 

by selection in the host, and any evolutionary change in the vector to be largely correlational 

(Via and Lande, 1985; Hardy and Forister, 2023). But, their life history could change that expec-

tation. The habitat variation experienced by pathogens is largely of the course-grained temporal 

variety; transmission entails obligate alternations between host and vector environments. More-

over, the evolution of high virulence – that is, pathogen-induced host mortality – can reduce dis-

parities in the frequency and quality of host and vector environments. How such a life history af-

fects asymmetries in selection across habitat types is not clear.

To improve our intuition, we develop and analyze individual-based simulation models. The clas-

sical theory of virulence evolution is based on pathogen life history trade-offs. It predicts an opti-

mal level of virulence that balances short- and long-term transmission efficiency (Anderson and 

May, 1982; Ewald, 1983; Frank, 1996; Alizon et al., 2009; Bull and Lauring, 2014). In general, 

short-term transmission efficiency increases with within-host pathogen density. But high 

pathogen density within a host can increase host mortality. This shrinks the time over which an 

infected host can be the source for pathogen transmission to a new host. Thus, virulence evolu-

tion can entail a meta-population-level negative feedback (Alizon et al., 2009; Bull and Lauring, 

2014). This theory is based on the epidemiological compartment models that are not explicitly 

population genetic (Day and Proulx, 2004). They tell us about equilibrium conditions, that is, 

where a system is ultimately headed. But they tell us nothing about how long a system might 

take to arrive at equilibrium conditions, or what might happen along the way (Day and Proulx, 

2004). Here, our aim is to understand how the non-equilibrium dynamics of virulence evolution 

depend on genetic architecture and population structure. Our individual-based simulation ap-

proach lets us do that.

Although quite generic, our model is inspired by observations of virulence evolution in the in-

sect-vectored plant-pathogenic bacterium Xylella fastidiosa. X fastidiosa is associated with a 

wide range of host species (EFSA, 2016). In most, it is a benign commensalist, but in some cases

infections are highly virulent, and X. fastidiosa is the causative agent of several important agri-

cultural diseases, such as phony peach disease (Johnson et al., 2023), Olive Quick Decline Syn-
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drome (Saponari et al., 2017; Trkulja et al., 2022), and Pierce’s disease in grapevine (Hopkins 

and Purcell, 2002). The emergence of the latter in California was co-incident with the spread of a

new vector species, the glassy-winged sharpshooter (Hemiptera: Cicadellidae: Homalodisca vit-

ripennis) (Hopkins and Purcell, 2002). H. vitripennis is an exceptionally inefficient vector 

(Redak et al., 2004), but it became so numerically dominant that most transmission to and from 

grapevine in California is now via H. vitripennis. This is not the only case in which the emer-

gence of high-virulence pathogen genotypes has been casually associated with the emergence of 

a new vector species or genotype. For example, the global spread of the Bemisia tabaci is 

thought to have repeatedly driven genetic divergence and virulence evolution in begomoviruses, 

many of which now cause serious diseases problems in crops ranging from okra in western 

Africa to tomato in Peru and Taiwan (Gilbertson et al., 2015). In the case of Pierce’s disease, the 

adaptiveness of high virulence for X. fastidiosa is uncertain, as vectors prefer asymptomatic host 

plants, and thus transmission may be inhibited by high within-host density (Daugherty et al., 

2011). Can selection for improved within-vector performance cause correlational and potentially 

non-adaptive evolution of virulence in hosts?

Methods
To address this question, we simulate the evolution of a structured meta-population of pathogen 

individuals, each of which has a diploid, single-chromosome, 40kb genome. Although loosely in-

spired by Xylella fastidiosa, the details about genomic structure are arbitrary and should not af-

fect our inferences. In the model, individuals reproduce clonally and without recombination or 

dominance interactions between alleles. Hence, the genome should diversify in a similar manner 

to a haploid, circular genome of twice the size. Likewise, the simulated genomes are much 

smaller than the genomes of X. fastidiosa (Simpson et al., 2000), but the mutation rate is much 

higher. 

At the start of each simulation, the population is genetically uniform; genomes are essentially 

empty containers for future mutations. The pathogen population is divided into nd=100 demes, 

each of which occurs in either a host or vector individual. So as not to be confused with pathogen
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individuals, we refer each host or vector as a habitat patch. The model parameter ρ = 0.1 gives 

the proportion of patches that are hosts.

Table 1. Model parameters and variables.

Parameter Definition Range of Values
nd Number of pathogen demes 100
ρ Relative frequency of host environments 0.1
κ Strength of pleiotropic covariance -0.8
ωh Weakness of selection in host 1 < ωh < 10
ωv Weakness of selection in vector 1 < ωv < 10
m Migration rate 0.001 < m < 0.2
μh Background rate of host mortality 1e-4 < μh < 0.01
μv Rate of vector mortality 0.05
vmax Maximum virulence effect 0.01 < vmax < 0.8
Kh Pathogen carrying capacity of one host 200 < Kh < 2000
Kv Pathogen carrying capacity of one vector 20
Variable Definition Range of Value
T Number of generation until mean pathogen within-host-perfor-

mance phenotype within 10% of optimum
201 < T < 1e4

Γ Degree to which pathogen population’s evolutionary path bends 
towards to the optimum in the vector enviroment

-inf < Γ < inf

Nh Number of pathogen individuals in host patches 0 ≤ Nh

Nv Number of pathogen individuals in vector patches 0 ≤ Nv

For the sake of simplicity, this is not a multi-species model. Hosts and vectors are not evolvable 

entities; they are simply two kinds of pathogen habitat, for example, as in (Holt et al., 2003). 

That being said, we do allow for turnover of vector and host patches. In each pathogen genera-

tion, pathogen demes can suffer extirpation at background mortality rates μv {0.05} in vector 

patches and and uh {0.0001 – 0.01} in host patches. In hosts, this rate is elevated by a virulence 

effect. Specifically, vi = vmax / (1 + exp(-a*di)), where vi is the excess risk of mortality experience 

by host i, vmax is the maximum possible virulence effect {0.01 – 0.8}, di is the density of 

pathogens within host i, that is ni/Ki, and a=5 controls the steepness of the logistic mapping of 

pathogen density to virulence. Patch replacement is instantaneous. Vector and host death 

amounts to setting the number of pathogens in that particular patch to zero. The patch is then im-

mediately available for re-colonization in the next pathogen generation. 
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The pathogen life cycle begins with offspring production. To repeat, reproduction is clonal, with 

each individual producing one offspring individual. Generations are overlapping. Offspring 

genomes are generated by random mutation of the parental genome. The mutation rate is 1e-8 

per site, per genome, per generation. When a mutation occurs, a two-dimensional vector of allele

effects is drawn from a zero-meaned random bivariate normal distribution with variances of 1.0, 

and symmetrical covariances, κ, the sign and magnitude of which controls the pleiotropy be-

tween two pathogen quantitative phenotypes. An individual’s host-performance phenotype is de-

termined by the sum of the first elements of allele effect vectors. Likewise, an individual’s vec-

tor-performance phenotype is the sum of the second elements of allele effect vectors. So, if κ > 0,

positive pleiotropy prevails and an allele that increase the host-performance phenotype value 

tends to also increase the vector-performance phenotype value. Conversely, when κ < 0, antago-

nistic pleiotropy prevails. Here our goal is to understand how antagonistic pleiotropy between 

phenotypes affecting performance in vectors and hosts might drive the evolution of virulence. 

Therefore, we focus on the case of κ=-0.8.

The next step in the life cycle is migration, that is, pathogen transmission. This happens at per 

capita rate m {0.001 - 0.2} and, in the main version of the model (Fig. 1a), is random between 

patches except that migrants from a host patch can only move to a vector patch and vice versa. In

an alternative version of the model (Fig. 1b), we relax this constraint and let migration be unfet-

tered between patches. In other words, we do away with vector transmission, and consider the 

evolution of a population in an environment in which there are two kinds of hosts, one being 

large, rare and susceptible to infection, and the other being small, abundant and tolerant of infec-

tion. Comparison of the pathogen evolutionary dynamics in this unfettered-migration model to 

the main vector-born model, reveals the effects of vector transmission per se.

After migration comes selection and population regulation. This entails genotype-environment 

matching, and density dependence. In the vector environment, the match between a pathogen’s 

vector performance phenotype and the local optimum, determines their viability, that is, their  

probability of surviving until reproduction. This matching is via a standard Gaussian fitness 

function, with variance ɷv {1.0-10.0} setting the weakness of selection. In the host environment, 
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viability is the output of the same kind of Gaussian fitness function, but with variance ɷh {1.0-

10.0}. In vector and host patches, individual-level fitness is also density dependent; in habitat 

patch i, each individual’s viability is rescaled by the ratio of the patch carrying capacity Ki and 

the current local pathogen population size, Ni. As mentioned above, in the host, there is also 

group-level selection via a virulence effect. As populations evolve mean host-performance phe-

notype values that more closely match the optimal value for the host environment and their 

within-host fitness increases, so too does the rate of host death, that is, deme extirpation. Note 

that selection is hard; it affects survival and thus has demographic effects.

After selection, the life cycle starts again with offspring production.

At the start of each simulation, pathogens are monomorphic, with a value of zero for their vector-

performance and host-performance phenotypes, and the optimal value for each of these pheno-

types is set to 5.0 phenotypic units. During the first 200 generations, the pathogen population is 

subject only to density-dependent regulation; selection and virulence effects are not applied, and 

so genetic diversity accumulates. Then, starting at generation 201, selection and virulence kick 

in. We then observe how the population adapts to its host and vector environments. Our view of 

these dynamics is based on two test statistics. The first, T, is simply a long-transformed count of 

how many generations it takes to evolve a mean host-performance phenotype within 10% of the 

optimum, and thus closely approach their maximum virulence effect on the host. Note that be-

cause of the negative meta-population-level feed-backs induced by high virulence, such proxim-

ity to the optimum host value might not be adaptive for the pathogen population; in other words, 

a mean host-performance phenotype value within 10% of the optimum might not be the equilib-

rium state of a pathosystem. Thus, T is best interpreted as the hazard of evolving high virulence, 

even if only temporarily. 
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Figure 1. Alternative population structures. Network vertices represent specific host (Hi or hi) or 

vector (vi) patches. Larger vertices have higher pathogen carrying capacities. Edges represent 

possible paths for pathogen migration. (a) In the main model, the pathogen population is vector-

borne; migration is only possible between trophic levels, that is, from a host (Hi) to a vector (vi), 

or vice versa. (b) In an alternative version of the model, migration is unfettered; thus, rather than 

consisting of a mix of hosts and vectors, the environment consists of a few large and susceptible 

hosts (Hi) and several small and tolerant hosts (hi). 

The second statistic we track, Γ, is a measure of the degree to which, until a population evolves a

within-host performance phenotype within the 10% threshold of the optimum, the population’s 

evolutionary path bends towards or away from  the optimum in the vector environment. In other 

words, we look at the extent to which adaptation in the pathogen population is dominated by the 

vector or host habitat type (See Fig. 2 for an example). 

To calculate Γ we use a little trigonometry. First, we translate a population’s evolutionary path 

through the phenotypic space so as to start at the origin. We do this by subtracting the first post-

burnin (generation 201) mean value for each phenotype (z0, and z1) from the mean phenotype 

value for each subsequent generation. Since the optimal value for each phenotype is 5.0, and 

pathogen populations start out with phenotype values of 0.0, a straight evolutionary path to the 
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joint optimal phenotype would have a slope of one. Therefore, for each simulation, we rotate the 

translated evolutionary path D radian degrees about the origin, where D is the inverse tangent of 

one. This rotation is done as follows: z0i’ = z0i*cos(D) + z1i*sin(D); z1i’ = z1i*cos(D) – z0i*sin(D), 

where (z0i, z1i) is point i along the simulated post-burnin translated evolutionary path, z0i is the 

population’s mean value for the host performance phenotype, z1i is the mean value for the vector 

performance phenotype, and (z0i’, z1i’) is that same point in the rotated coordinate space. We can 

then calculate the degree to which the evolutionary path bends towards what is optimal in the 

vector environment as sum(z1i’)/T, in other words, the per generation average deviation from the 

ideal evolutionary path.

Figure 2. Calculation of the Γ statistic. (a) An example evolutionary path through the phenotype 

space. For this simulation κ=-0.2, vmax=0.3, m=0.1, Kv=20, Kh=2000, ɷv=3.0, ɷh=3.0, μh = 1e-4, 

μv=0.1, and ρ = 0.1. (b) That same path translated to start at the origin and rotated so that the 

ideal path from the origin to the joint phenotypic optimum lies along the x-axis. (c) Γ is calcu-

lated as the sum of deviations from the ideal path, scaled by the length of the path in generations.

When Γ is positive, the evolutionary path bends mostly towards the vector environment; con-

versely when it is negative, the host environment dominates.

A total of 200 simulations were performed for each version of the model, that is, the vector-

borne transmission model, and the unfettered-migration model. For each run, a value for each 
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free model parameter was drawn from a random uniform distribution with ranges as given in Ta-

ble 1.  

We analyzed simulation model outputs by fitting mutli-variate linear models, using the R pack-

age lme4 (Bates et al., 2003). In one model, the response variable was a log transformation of T. 

In the other, the response was Γ. For both models the fixed predictor variables were (1) ɷh, the 

weakness of selection in hosts, (2) ɷv, the weakness of selection in vectors, (2) m, the migration 

rate, (3) μh, the background rate of host mortality, (4) vmax, the maximum extent of virulence, that 

is, pathogen-induced host mortality, (5) Nh/Nv , the log-transformed ratio of the number of 

pathogens in hosts to those in vectors, and (6) the interaction between Nh/Nv  and ɷv. This inter-

action term is what we are most curious about; it gives us the clearest view of the possibility that 

selection for improved within-vector performance could drive the correlational evolution of viru-

lence in hosts, even if most of the pathogen populations occurs within hosts. 

To get a better sense for what could be complex causal links in the system, we also analyzed 

model outputs by fitting a structural equation model, using the R package laavan (Rosseel, Y et 

al., 2017). Here again, we focused on the case of strong and negative pleiotropic covariances, 

κ=-0.8, where vectors are more abundant than hosts, ρ=0.1, but have much smaller carrying ca-

pacities, and much higher background mortality rates.

To sum up, we examined how, when vectors are more abundant but less productive than hosts, 

and there is strong antagonistic pleiotropy between within-host and within-vector performance 

phenotypes (i) the time it takes a population to evolve a host-performance phenotype close to the 

optimal value, and (ii) the degree to which a population’s evolutionary path through the pheno-

typic space bends towards or away from the vector environment depends on (a) the relative car-

rying capacities of host and vector demes, (b) the relative strengths of selection in host and vec-

tor demes, (c) the migration rate, and (d) the maximum virulence effect of high density in host 

demes. We also considered how all of this is affected by doing-away with vector-based transmis-

sion, and allowing for completely random migration.
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Simulations were performed with SLiM 4 (Haller and Messer, 2023). SLiM models are specified

with codes written in the Eidos language. The Eidos code for the model described here is pro-

vided in Supplementary File S1.

Results and Discussion
Let us start by considering the the variance in T – that is, the time it takes for the population to 

evolve a host-performance phenotype that is close to the optimum – when there is vector-based 

transmission. In the linear regression model (Fig. 3a.), the predictors explained a considerable 

portion of its variance (adjusted-R2 = 0.79). Each of the inferred primary effects is intuitive; thus 

the statistical model provides us with some assurance that our evolutionary model is behaving it-

self. Prior to analysis, the data were mean-centered and variance-scaled, so effects are expressed 

in units of standard deviations (SD). Three of the primary fixed effects significantly decrease T. 

The first is ωv, that is, the weakness of selection in vectors (coefficient -0.15 SD, p-value = 2.3e-

5); evolution in hosts is faster when selection in vectors is weaker. The second is m, that is mi-

gration rate (coefficient = -0.18 SD; p-value = 2.2e-7); this resonates with previous theoretical 

work showing that high migration reduces the meta-population-level cost of evolving high viru-

lence (Bull and Lauring, 2014). The third is Nh/Nv, that is, the predominance of pathogen individ-

uals in host patches (coefficient = -0.39 SD, p-value = 3.6e-8). On the other hand, two parame-

ters significantly increase T. This first is vmax, the maximum additional host mortality than can be 

caused by an infection (coefficient = 0.27 SD, p-value = 3.9e-10); as vmax rises, so does the meta-

population-level fitness cost of evolving a within-host performance phenotype that closes 

matches the optimum, hence, the negative feedback on virulence evolution increases in strength. 

The variable T also tends to increase with larger values for ɷh, that is, with weaker selection in 

host patches (coefficient = 0.69 SD; p-value < 2-e16); simply put, adaptation to the host environ-

ment is slower when the within-host fitness consequences of maladaptation are less pronounced. 

The interaction between the weakness of selection in vectors, and the predominance of pathogens

in hosts, ɷv:Nh/Nv, was not significant (coefficient = -0.063, p-value = 0.084) (Fig 4a.). To sum-

marize, even with obligate migration between habitat types, selection tends to be more efficient 

in a particular habitat when it is more commonly encountered (Whitlock, 1996; Hardy and Foris-

222
223
224

225
226
227
228
229
230
231
232
233
234
235
236
237
238
239
240
241
242
243
244
245
246
247
248
249



12

ter, 2023). But the effect of selection in the less productive/frequent habitat type is of a similar 

magnitude of the effect of the disparity in between-habitat type productivity/frequency. 

To reiterate, because of negative meta-population-level feed-backs a close match between the 

mean host-performance phenotype and the optimum, can be nonadaptive. In that case, hitting the

host-habitat-match threshold could be largely dictated by stochastic processes. Because virulence

effects complicate the interpretation of variance in T, our alternative statistic Γ, is especially use-

ful. 

Figure 3. Summary of multi-variate linear models decomposing the variance in (a) T, the num-

ber of generations it takes for the pathogen population to evolve a within-host performance phe-

notype within 10% of the optimum, and (b) Γ, the degree to which, before T, the pathogen popu-

lation’s evolutionary path bends towards (Γ > 0) or away from (Γ < 0) the vector environment. 

Points show positive (teal) and negative (pink) estimated coefficients, and horizontal bars show 

95% confidence intervals. All predictors have been centered and scaled to units of standard devi-

ations (the units of the x-axis).

Let us turn then to the linear regression of the variance in Γ, the degree to which simulated evo-

lutionary paths bend toward (Γ > 0) or away from (Γ < 0) the vector environment (adjusted R2 = 

0.86) (Fig 3b.). Two parameters significantly increase Γ: (1) ɷh, the weakness of selection in 

hosts (coefficient = 0.57, p-value < 2e-16), and (2) vmax, the maximum virulence effect (coeffi-
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cient = 0.35; p-value < 2e-16). On the other hand, three primary fixed effects significantly de-

crease Γ: (1) ɷv, the weakness of selection in the vector (coefficient = -0.53, p-value < 2e-16); 

(2) m, the migration rate, m (coefficient = -0.14; p-value = 2.0e-6), and Nh/Nv, predominance of 

the host environment (coefficient = -0.47; p-value = 3.8e-15). These effects are consistent with 

those estimated on T. But with Γ, we recover significance for the interaction between the weak-

ness of selection in the vector and the predominance of the host, ɷv:Nh/Nv (coefficient = -0.15 

SD, p-value = 1.7e-6; Fig 4b.). 

To sum up, the predominance of hosts might not have a strong influence on how selection in vec-

tors affects the rate of adaptation in hosts, and if hosts are sufficiently abundant, even very strong

selection in vectors is expected to have little effect on the rate of pathogen adaptation to the host 

environment. But same cannot be said for Γ, the extend to which the vector causes correlational 

evolution in the host environment; if selection is strong enough in vectors, just how much more 

of the pathogen populations occurs in hosts matters little. 

Figure 4. Marginal effect estimates of the interaction between the weakness of selection in vec-

tors, ωv, and the predominance of hosts Nh/Nv. Each point and linear interpolation shows the pre-

dicted value for T (a) and Γ (b) for a given value of ωv in combination with a level of Nh/Nv, 

where pink is for -1 SD, teal is for the mean, and gold is for +1 SD. Interpretation: For Γ, as the 

host environment becomes more abundant, the ɷv:Nh/Nv interaction becomes steeper, so that 

when selection vectors is strong, the disparity in Γ between levels of host predominance is di-
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minished. If selection in the vector is strong enough, the abundance and productivity of hosts is 

irrelevant. 

How much of this depends on vector-borne dispersal as opposed to other facets of the pathogen 

population structure and ecology? To find out, we ran simulations in which migration was unfet-

tered between habitat patches. Then, we combined the outputs of both model types, and fit linear 

models which included terms for the interaction between dispersal mode, δ, and each other pre-

dictor. Here, as above, the effects are more pronounced for Γ than T (Fig. 5). For T, only the in-

teraction between δ and ωh is significant (coefficient = -0.22 SD, p-value = 7.1e-5), and the inter-

action between δ and Nh/Nv is just shy of significant (coefficient = -0.18, p-value = 0.073). In 

contras, for Γ, δ  has a significant interaction with four other predictors: (1)  δ:ωh (coefficient = -

0.26 SD, p-value = 1.6e-10); (2) δ:ωv (coefficient = 0.23 SD, p-value = 5.22e-8); (3) δ:Nh/Nv (co-

efficient = -0.31 SD, p-value = 1.1e-5); (4) δ:ωv:Nh/Nv (coefficient -0.096, p-value = 0.026). The 

interaction between δ and vmax just is short of significant (coefficient = 0.079 SD, p-value = 

0.094).

Figure 5. Interactions between dispersal mode (δ) and other predictors of (a) T, the number of 

generations until a pathogen population evolves a within-host performance phenotype within 

10% of the optimum, and (b) Γ, before T, the degree with which correlation evolution in the 

pathogen population is dominated by the vector (Γ > 0) or host (Γ < 0) environment. Points show
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the positive (teal) and negative (pink) coefficients, and horizontal lines give 95% confidence in-

tervals.

So, for Γ, doing away with vector-borne dispersal reduces the importance of selection within and

outside of large and susceptible hosts. Conversely, it increases the importance of the predomi-

nance of the large and susceptible hosts, δ:Nh/Nv, and steepens the interaction between that quan-

tity and the weakness of selection. It also seems to augment the maximum virulence effect. In 

sum, when we remove constraints on dispersal that force pathogens to move between trophic lev-

els, we make selection in each trophic level less consequential, and we make demography more 

consequential. Even without vector-bourne dispersal – and perhaps because of the volatility of 

large and susceptible host resources (Olofsson, Ripa and Jonzén, 2009), which is exacerbated by 

high virulence – the weakness of selection outside of large and susceptible hosts can still affect 

correlational evolution within such hosts. But vector-bourne dispersal makes such effects more 

significant.

To wrap up the analysis, let us put everything together in a structural equation model (Fig 6.). 

Can selection in vectors on antagonistically pleiotropic loci affect correlational and potentially 

non-adaptive evolution of virulence in the host? It seems so. Weakening selection in the vector 

significantly – that is, increasing ωv – reduces T (coefficient = -0.15 SD; p-value < 1e-4) and Γ 

(coefficient = -0.5 SD; p-value < 1e-4). Conversely, weakening selection in the host environment

tends to increase T (coefficient = 0.56 SD; p-value < 1e-4) and Γ (coefficient = 0.43 SD; p-value 

< 1e-4). But the frequency at which pathogen genotypes encounter host or vector environments 

is also important; Larger values for Nh tend to reduce T (coefficient = -0.19 SD; p-value < 1e-4) 

and Γ (coefficient = -0.22 SD; p-value < 1e-4). Conversely, increasing the total number of 

pathogens in vectors, Nv significantly increases Γ (coefficient 0.32 SD, p-value < 1e-4) and T 

(coefficient 0.39, p-value < 1e-4). So, the structural equation models is telling us that habitat type

frequency (i.e. the values for Nh and Nv) certainly has a powerful effect on the evolution of the 

pathogen population, as per previous theoretical work (Via and Lande, 1985; Whitlock, 1996; 

Hardy and Forister, 2023), but these effects are of a smaller magnitude to the strength of selec-

tion in each habitat type, and selection in vectors is just about as important as selection in hosts. 
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The evolution of virulence in hosts also depends strongly on pathogen transmission rate, m, and 

the upper limit of the virulence effect, vmax. Transmission rate has a negative effect on T (coeffi-

cient = -0.23; p-value < 1e-4), and Γ (coefficient = 0.18; p-value < 1e-4). Again, this is in keep-

ing with previous theoretical work that has shown that in simple pathosystems the optimal level 

of virulence increases with pathogen transmission rate, as it attenuates the cost of increased host 

mortality (Bull and Lauring, 2014). Before fitting the model, we hypothesized that the vmax pa-

rameter could affect pathogen evolution in two ways. It could affect T and Γ directly by changing

the adaptive landscape, to wit, by reducing the maximum productivity of host patches. Or, it 

could affect T and Γ indirectly, by reducing Nh. The model shows that both are important; vmax 

has a strong negative effect on Nh (coefficient = -0.54; p-value < 1e-4) as well as strong positive 

direct effects on T and Γ (coefficient for T = 0.21; p-value < 1e-4; coefficient for Γ = 0.31; p-

value < 1e-4).
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Figure 6. Structured equation analysis of model of the evolution of virulence in a vector-borne 

pathogen. Edges show positive (teal) and negative (purple) causal relationships among model pa-

rameters (ωh, ωv, m, vmax) and variables (Nh, Nv, T, Γ). The width of each edge is in proportion to 

the magnitude of its effect. Effect coefficients are printed on each edge, followed by its standard 

error in parentheses. 

Conclusions
Let us recap. Our goal was to better understand how the population structure and life history of 

vector-bourne plant pathogens could amend the general rule that selection is more efficient in 

more common and productive habitats (Whitlock, 1996). More specifically, we wanted to evalu-

ate the plausibility of the hypotheses that the evolution of virulence in hosts could be a correla-

tional response driven by selection for improved performance in vectors. With statistical analy-

ses of the dynamics of individual-based simulation models, we were unable to reject this hypoth-
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esis; even when pathogens are much more often found within hosts than vectors, if selection in 

vectors is sufficiently strong, it can drive correlational evolution in hosts, especially as parame-

terized by our statistic Γ. On the other hand, we also recovered several strong effects consistent 

with governing roles for demography, asymmetries in habitat productivity, and virulence per se 

consistent with previous thoery (Via and Lande, 1985; Day and Proulx, 2004; Alizon et al., 

2009). Strong selection in vectors is one among many factors that can drive the evolution of viru-

lence in hosts. 

Of course these inferences are contingent of the many simplifying assumptions of our model. 

Here we stress two of the most liberal. The first is the assumptions of instantaneous replacement 

of host and vector patches. Relaxation of this assumption, and allowing for a more realistic re-

cruitment, would reduce the effective abundance of host patches, and therefore tend to reduce the

demographic disparities that counterbalance the selection in vectors. Hence, we doubt that this 

would bias our analysis against the rejection of our hypothesis. The second is the assumption that

within-host and within-vector performance phenotypes evolve exclusively via pleiotropic alleles.

Indeed, this was integral to our premise; we wondered if strong antagonistic pleiotropy could 

suffice to drive correlational evolution of virulence in hosts. Nevertheless relaxation of this as-

sumption could shed light what other genetic architectural contingencies could be important; in-

deed, many general questions have yet to be answered about how adaptation to heterogeneous 

environments depends on the genetic architectures of the traits under selection (Kimbrell and 

Holt, 2007; Kawecki, 2008; Bridle, Kawata and Butlin, 2019). Here, suffice it to say that our in-

sights into the evolution of virulence in vector-borne plant pathogens depend on assumptions, the

relaxation of which could yield a richer and understanding of virulence evolution.

To close, let us reconsider the evolution of virulence in Xylella fastidiosa. In California vine-

yards, the emergence of new highly-virulent genotypes closely followed the establishment of a 

new, markedly inefficient vector species (Hopkins, 1989). Could this have been because of nega-

tive genetic correlations between traits affecting performance within vectors and hosts (Gilbert-

son et al., 2015)? Our simulation model suggests the answer is yes, possibly. Strong selection for

improved performance in the vector does seem capable, in at least certain situations, of causing 
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correlational evolution of pleiotropic host-performance traits. (And in theory this could also arise

via tight linkage rather than pleiotropy per se (Via and Lande, 1985)). Moreover, if such correla-

tional evolution in the host causes a non-adaptive increase in virulence, that is, increased vmax, the

demographic consequences could further bend the evolutionary path towards the vector opti-

mum. And this could further interfere with overall life-history optimization. 

Of course using this hypothesis to explain the evolution of virulence in Xylella presupposes that 

there are some strong antagonistic pleiotropies affecting performance in hosts and vectors. But 

this is quite likely. Indeed, much of the virulence of Xylella infections has been attributed to the 

plastic induction of “sticky” cell phenotypes which can clog xylem vessels, but also increase the 

efficiency of acquisition by vectors (Chatterjee, Wistrom and Lindow, 2008; Killiny and 

Almeida, 2014). That being said, there are other tenable hypotheses for the evolution of in-

creased virulence in X. fastidiosa in Californian vineyards. In particular, in addition to be an es-

pecially poor vector, H. vitripenis is also exceptionally polyphagous. Hence, the story of viru-

lence evolution in Californian populations of X. fastidiosa likely also entails changes in their 

population structure, perhaps increasing the alpha diversity of pathogen communities and the po-

tential for phenotypic evolution via recombination (Gilbertson et al., 2015). Nevertheless, we 

cannot yet reject the hypothesis that much of the evolution of within-host virulence can be traced

back to selection in vectors.
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