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This paper demonstrates that a newly designed packing
structure can be additively manufactured, and that amore
uniform liquid distribution is achieved with it. Preliminary
computational fluid dynamics simulations eliminate the ne-
cessity to manufacture every developed geometry when
optimizing packing structures. This work simulates the liq-
uid flow inside two packing structureswith an enclosingwall
at laboratory scale. The periodic setup permits simulations
of the liquid distribution in a large part of the column even
for complex packing structures. A novel method for the sys-
tematic evaluation of the liquid distribution is applied to
the simulation results and subsequently validatedwith ex-
perimental data. The results are used to improve the liquid
distribution inside laboratory-scale packing structures.
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1 | INTRODUCTION

Distillation is one of themost important thermal separation processes. It is realized using tray or packed columns. As
packed columns have a higher capacity and lower pressure drop than tray columns, they are used increasingly in the
chemical industry. [1]

Packed columns can be implemented with structured or random packings, where the former, by definition, possess
a more homogeneous form than the latter. At the industrial scale, these packings can attain diameters of several
meters, resulting in high capital and operating costs. Although the software for process simulation is ever-improving,
experimental data on separation performance is still indispensable. Therefore, the design of distillation columns for
a new separation task yet involves laboratory-scale tests. The diameter of these columns usually ranges from 30 to
80mm. Separation performance data acquired with these columns is used for scale-up to industrial-scale columns [2].

For the scale-up process, detailed knowledge of packing performance under various conditions is needed. Packings
with high and constant separation efficiency over broad operating ranges are particularly advantageous [1]. A small
diameter of down to 20mm is especially beneficial because the smaller size reduces themanufacturing and operating
costs of test rigs by, e.g., decreasing the amount of substance needed for experiments [3]. However, smaller diameter
columns result in a disproportionate increase in wall effects such as heat loss and the tendency of the liquid to flow
towards the column wall [4]. This maldistribution effect can lower the separation efficiency of packing structures
significantly which severely limits the transferability of the results and therefore increases the difficulty of the scale-up
process [5].

By contrast, a uniform distribution of the liquid inside the column leads to higher separation efficiencies and is thus
the objective when designing new packing geometries [6]. However, for the small-diameter packings used at laboratory
scale, conventional manufacturingmethods reach their design limits if scalability of the packings is to bemaintained.
Moreover, the production of these laboratory packings involves manual work which in turn results in high production
costs.

Additive manufacturing (AM) offers a solution to these problems because it considerably enhances both the
freedom of design and the production speed of packing geometries [7]. In chemical engineering, AM has, amongst
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other things, been used for reaction chemistry [8], rotating packed beds [9] and absorption [10]. In addition, 3D-
printed structured packings and distillation columns have recently been investigated [3, 11, 12]. As AM can be used to
generate highly homogeneous geometries [13], it represents a new tool for designing innovative structured packings for
distillation columns ensuring uniform liquid distribution, decreased wall flows and higher separation efficiencies even at
a laboratory scale.

Since AM opens up a wide range of packing design possibilities, preceding simulations of the liquid distribution
inside the structures become essential. Computational fluid dynamics (CFD) simulations can be utilized to estimate the
pressure drop, mass transfer and liquid distribution. Holdup and effective area can be calculated to enhance the dimen-
sioning of columns. CFD simulations can also be used to improve complex apparatuses like dividing wall columns [14].
Several papers relating to CFD simulations inside structured packings exist. Said et al. [15] and Lautenschleger et al. [16]
investigate the gas-phase flow inside structured packings. The latter describe amethod to determine the dry pressure
drop and estimate themass transfer inside a packing.

Bertling et al. [17] use the volume of fluid (VOF) method introduced by Hirt and Nichols [18] to simulate the liquid
flow overmicro-structured surfaces. Haroun et al. [19] andOlenberg and Kenig [20] use CFD simulations of the liquid
flow to determine the effective area and liquid holdup inside a section of structured packings. Ataki and Bart [21]
investigate the liquid flow over a similar packing structure as is done in this contribution, however, they only simulate a
single packing element.

With the Generalised Continuous Species Transfer model, Hill et al. [22] introduce a method to couple the two-
phase flow inside a packing with a simulation of the species transfer. This enables the determination of theHETP value
inside a packing. Macfarlan et al. [23] investigate themass transfer of structured packings in the gas phase and validate
the results using an SO2 scrubbing process with a conventional packing. Furthermore, the group recently published
a paper which investigates the influence of the structured packing geometry on the liquid phase performance. They
emphasize the importance of the channel inclination angle regarding themass transfer [24].

While Olenberg and Kenig [20], Hill et al. [22] andMacfarlan et al. [23, 24] use cyclic boundary conditions (BC) to
decrease restrictions due to computing resources while still representing a large part of the packing, neither of the
simulation frameworks includes the columnwall. As stated above, inside laboratory-scale columns, the effects of the
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columnwall increase disproportionally with decreasing diameter. Reitze et al. [25] recently investigated the radial liquid
distribution inside additively manufactured laboratory-scale packings and concluded that the structures should be
optimized to redirect the liquid flow into the packing structure. Therefore, a method capturing these effects while
allowing for the simulation of a large part of the packing using a periodic setup is important.

A setup for simulating the liquid flow inside a packing at laboratory scale with a packing diameter ofD = 20mm
using cyclic boundary conditions is presented in this paper. The objective of the presentedmethod is the simulation of a
packing segment inside a long columnwithout allowing for the influence of the effects of flow development. An efficient
data processingmethod is developed for the analysis of the liquid distribution. The simulation results are compared to
experimental data.

2 | SIMULATION METHOD

2.1 | Fluid dynamics

The applied simulationmethod is based on the transient, isothermal two-phase flow solver interFoam (OpenFOAM,
v1906 [26]). The fluid flow is described by solving the Navier-Stokes equations (1) and (2) [27]. For an incompressible
fluid as assumed in this work, mass conservation is represented by the following equation:

+ · u = 0 . (1)

Momentum conservation is described by the following equation:

ρ ·
∂u
∂t

+ ρ · + · (u · u) = −+ · p + + · τ + ρ · g . (2)

This paper deals with an application that is primarily characterized by film flowwith a predominantly continuous
gas-liquid interface. The dispersion of one phase into the other is assumed not to be relevant. Therefore, volume of
fluid (VOF) is themethod of choice. Using the VOFmethod introduced by Hirt and Nichols [18], a single set of equations
is solved for both phases. The computation of the gas-liquid interface is part of the solution. However, in the VOF
method, the exact location of the interface is unknown. It is not defined as a boundary, rather taken into account by
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determining the fraction of each phase inside the considered cells (interface-capturing method). A liquid-filled cell has a
liquid fraction value of α = 1, whereas a gas-filled cell has α = 0. Cells with values of 0 < α < 1mark the gas-liquid
interface. Compared to other free surface treatment methods, e.g., theMarker-and-Cellmethod, VOF is an efficient
approach for simulating flows containing two immiscible fluids and treating complex interface shapes. Haroun et al. [19]
show that the liquid flow over structured packings is well predicted using the VOFmethod. However, as the interface is
not sharply defined but spread over several cells, cell refinement in areas with liquid fractions 0 < α < 1 is crucial to
achieve accurate simulation results [27].

In addition to themass andmomentum conservation Equations (1) and (2), a transport equation [28, 29] is solved:

∂α

∂t
+ + · (u · α ) = 0 . (3)

As the gas-liquid interface is not treated as a boundary, fluid properties are calculated assuming a single fluid with
changing characteristics at the interface:

ρ = ρl · α + ρg · (1 − α ) (4)

µ = µl · α + µg · (1 − α ), (5)

where the index g denotes the gas-phase and l the liquid-phase. Mass transfer between the gas and liquid phase is
assumed to be zero.

To reduce problems that arise due to the convection of the step-function induced by the use of the liquid fraction,
the interface is compressed by the following equation:

∂α

∂t
+ + · (u · α ) + + · �ur · α · (1 − α )� = 0 . (6)

The term α · (1 − α ) ensures that the compression is only active within the numerical representation of the interface, i.e.,
at α values between 0 and 1, while ur is chosen as a velocity field that is suitable for the compression [30].

Occurring effects like the surface tension are considered by adding a body force f to themomentum conservation
equation:

ρ ·
∂u
∂t

+ ρ · + · (u · u) = −+ · p + + · τ + ρ · g + f . (7)
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Using the continuum surface force approach introduced by Brackbill et al. [31], the body force fσ representing the surface
tension can be expressed as:

fσ = σ · κ · +α (8)

with κ being the curvature of the interface [27, 29]:

κ = −+ ·

(
+α

`+α `

)
. (9)

As the gradient of the liquid fraction α equals zero inside the liquid and gas bulk, the body force fσ in Eq. (8) solely applies
at the interface.

The two-phase flow is modeled with a stagnant gas phase and a liquid phase that is accelerated downwards by
gravity. Unless operating conditions are near the loading point, liquid holdup can be assumed to be independent of gas
velocity, yielding a simulation that does not incorporate gas counter-current-flow [6]. Furthermore, the liquid flow is
assumed to be laminar in accordance with Ataki and Bart [21].

The liquid flow inside the packing structures is simulated with cyclic boundary conditions, as mentioned above.
Therefore, it is not possible to apply velocity inlet and pressure outlet BCs as done by Ataki and Bart [21]. This is solved
by adding another body force to Equation (7):

fG = ρg · g . (10)

Thus, the hydrostatic pressure gradient is no longer simulated. However, this modification is necessary to enable
copying of the pressure of the lower domain end to the upper end [32]. As it is not possible to specify an inlet velocity,
the liquid inside the structure is initialized in a stagnant state and is then accelerated by gravity until a balance between
friction and gravitational forces is reached. This results in a liquid distribution inside the packing, with an average
velocity, that strives for a (quasi-) steady state.

The interaction between the liquid and the solid surface has amajor influence on the liquid flow over the structure
and itswetting. The contact angle, which is the angle that forms at the contact point of liquid, gas and solid, is dynamically
calculated [33]. A static contact angle (Θ0) for stagnant fluid as well as an advancing (ΘA) and a receding (ΘR ) contact
angle (see Fig. 1) for liquid in motion have to be defined. The contact angleΘ is then calculated according to:
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Θ = Θ0 + (ΘA − ΘR ) · tanh
(
uS
uΘ

)
, (11)

with a defined velocity scaling uΘ and the velocity uS at the solid surface, which is part of the solution [34].

ΘA

ΘR

F IGURE 1 Advancing (ΘA) and receding (ΘR ) contact angle in amoving droplet.

2.2 | General case setup

The simulation domain is subdivided into cells, the mesh. A hexahedral background mesh defines the extent of the
domain which has a diameter of D = 20mm. The OpenFOAM utility snappyHexMesh refines the mesh around the
packing geometry that is defined by a file in stereolithography (STL) format and removes cells that are entirely enclosed
by the geometry. Parameters defining, amongst other things, the refinement steps, are specified in a dictionary file.
These are, e.g., the surface refinement level, which specifies how often a cell is split during the refinement phase, and
the number of cell layers between a refined and an unrefined cell. This approach generates amesh that is coarse in the
fluid bulk phase while finer cells are located close to the packing surface, where the gas-liquid interface is generally
found (see Fig. 2). Themesh represents the fluid (coloredwith liquid fraction α ) that is enclosed by packing geometry
and columnwall (gray). Especially narrow gaps between solid surfaces as shown on the right side of Fig. 2 need to be
carefully refined. There, liquid tends to accumulate and form a curved interface.

The first order, bounded implicit Euler scheme is chosen for the discretization of the time derivative [26]. The time
step size is variably set by the solver and is constrained by the Courant number

Co = ∆t
∆xu
. (12)

It describes the simulated time step ∆t relative to the time ∆x/u that a disturbance takes to cross the distance ∆x,
which is determined by the grid size of the domain [27]. For the conducted simulations, Co ≤ 1 is specified. To avoid
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F IGURE 2 Meshed fluid (colored with liquid fraction α ) and packing geometry (gray) with smaller cells near the
solid surfaces.

an unphysical solution, Ferziger et al. [27] state that Co < 1 needs to be satisfied for simulations where diffusion is
negligible. Simulations at a lower Courant number (Co ≤ 0.3 is used by way of example) result in small deviations, while
the simulation time is approximately tripled, meaning that there is a trade-off between accuracy and simulation speed.

The previously mentioned BCs for pressure and velocity at the upper and lower end of the simulation domain are
implemented in a cyclic manner. For this purpose, the BC cyclicAMI that is available in OpenFOAM is used. It is also
applied to the liquid fraction α . The contact angles at the wall are defined using the dynamicAlphaContactAngleBC.
For pressure and velocity at the wall, a fixedFluxPressureBCwith a gradient of 0 and a fixedValueBCwith a value
of 0 are defined, respectively.

Inside the fluid, pressure and velocity are initialized with values of p = 1 × 105 Pa and u = 0ms−1 . Due to the cyclic
boundary conditions, a certain liquid volume flow V̇l or, preferably, liquid load

Loverall =
V̇l

A0,overall
(13)

referring to the empty column cross sectionA0,overall cannot be specified. However, it is possible to set a certain liquid
holdupwhich yields amean liquid velocity and therefore a liquid load Loverall that is part of the solution and varies with
the simulated geometry. The simulations are performedwith varying initial holdups until the desired liquid load Loverall
is reached. This iterative approach is necessary to approximate the desired liquid load Loverall. As a simplification, the
liquid inside the domain is initialized in the form of a disc with a diameter matching the simulation domain to ensure a
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uniform initial liquid distribution over the cross section. The simulation is executed, until the effect of the initial liquid
distribution vanishes.

2.3 | Simulation data processing

Using anOpenFOAM functionObject, the liquid flux through the outlet is continuously logged and used to calculate
the liquid load. As previously described, the average velocity of the liquid flow strives for a steady state which cannot
be calculated in advance. The duration until a quasi-steady state is reached, depends, amongst other things, on the
geometry. When a quasi-steady state is reached, the simulation is terminated.

As stated above, a uniform liquid distribution over the cross section of the packing is crucial in achieving high
separation efficiencies. For a systematic evaluation of the liquid distribution inside the packing, the liquid load at the
bottom of the domain is determined. Top and bottom of the domain are divided into four rings that are, except for the
inner circle, subdivided into four segments (see Fig. 3). Each of the thirteen resulting bottom segments is connected to
its corresponding segment at the top with a cyclic BC. The number and size of the segments can be freely selected, thus
allowing for an arbitrary subdivision of the outlet. The chosen segmentationmatches the experimental setup that is
described in Section 3.3.

F IGURE 3 Segmented bottom of the simulation domain.

AMATLAB script is used to read and process the logged data [35]. As the liquid flux through the outlet is tracked at
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every time step, average values over user-specified time intervals are calculated tominimize the impact of fluctuations.
To determine the local liquid load Li for each individual segment, the average liquid flux is divided by the corresponding
empty segment areaA0,i .

Alternatively, this approach can be applied to volume segments of the same cross section and domain height. During
runtime, a functionObject is utilized to sample the liquid fraction α in each cell of the considered volume segment
and to calculate the volume average over the segment which equals its liquid holdup hi . Furthermore, the velocity
field ui of each segment is extracted and a volume average of the axial velocity component that is weightedwith the
liquid fraction αi is determined. WithMATLAB, the product of the holdup hi and the average velocity uavg,i is calculated
resulting in a volume averaged liquid load over each volume segment.

The division of the domain into segments allows for a simple evaluation of the liquid distribution over the outlet.
However, the small packing diameter of 20mm inevitably leads to maldistribution of the solid parts of the packing, here
referred to as packing crosspieces, and hollow spaces over the segments. Furthermore, the influence of the columnwall
cannot be omitted. In large-scale columns, the evaluated segments would be significantly larger resulting in a more
uniform distribution of the geometry over the segments in average. As a consequence, at small scale, local liquid loads
cannot be utilized on their own to evaluate whether liquid is unevenly distributed due to disadvantageous wetting or
due to inhomogeneous geometry distribution.

Therefore, the optimal local liquid load Lopt,i for each segment i considering the share of contained packing
crosspieces is determined:

Lopt,i = Loverall ·
CCP,i

CCP,overall
·
A0,overall
A0,i

. (14)

Themore packing crosspiece or wall (index CP) circumference a segment contains, the higher the optimal local liquid
load Lopt,i is. Therefore, the liquid load Loverall over the whole outlet at quasi-steady state is multiplied with the relative
packing crosspiece or wall circumference CCP,i /CCP,overall. It is divided by the relative segment area A0,i /A0,overall
(referring to column cross section) to correct the varying segment areas. Since the wall contains a large proportion of
themass transfer area when the diameter is small, it must be included in the calculation. Figure 4 shows a typical plot
used in evaluating the transient local liquid load Li over segment i (solid line) and the corresponding optimal local liquid
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load Lopt,i (dashed line) in a quasi-steady state. This can be used to compare the actual liquid load in a segment with the
liquid load that would result if the packing crosspieces and the columnwall were evenly wetted assuming uniform film
thickness and liquid velocity.

0 1 2 3 4 s 6
0

10

20

30

m3
m2 h

50

Time t

Liq
uid
loa
dL

Li
Lopt,i

F IGURE 4 Local liquid load Li over time (solid line) and optimal local liquid load Lopt,i (dashed line) in a quasi-steady
state over a segment i .

3 | RESULTS AND DISCUSSION

3.1 | Application of the simulation approach

The simulation technique described in the previous section is applied to the two additively manufactured packing
geometries shown in Figure 5. The left side of Figure 5 shows a 3D printable version of the Rombopak 9M (RP9M)
fromKühni/Sulzer [36]. The RP9M is a conventionally manufactured structured packing with advantageous scale-up
properties that is used in laboratory-scale distillation columns. It has been parameterized to allow easymodification
of the geometry and has been printed with thicker packing crosspieces to enable the additive manufacturing of the
structure, resulting in the RP9M-3D [3]. The right side of Figure 5 depicts the new packing structure XW-Pakwhich
adopts elements of the RP9M-3Dwhile having a generally less anisotropic structure.

The geometric features of the investigated packings are summarized in Table 1. Both structures have a diameterD
of 20mm, comparable specific geometric surface areas ageo, P (excluding the wall), and similar void fractions ε. This
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F IGURE 5 Simulated packing geometries: 3D printable Rombopak 9M (RP9M-3D, left) and XW-Pak (right).

enables the comparison of the separation efficiencies of the structured packings. A single layer of RP9M-3D is 30.8mm
high, while one layer of the XW-Pak has a height H of 50.8mm. Neukäufer et al. [3] present detailed features of the
RP9M-3D.
TABLE 1 Packing dimensions of RP9M-3D and the XW-Pak

Parameter RP9M-3D XW-Pak
HeightH in mm 30.8 50.8
DiameterD in mm 20 20
Spec. geom. surface
area ageo, P in m2m−3

355 351

Void fraction ε in % 88.2 88.7

In the simulations, fluid properties of n-heptane are applied for the liquid phase, while air is assumed to be the gas
phase (see Tab. 2). Measurementsmade in a simplified experimental setup similar to that ofMacdougall andOckrent
[37] using isohexane (which has similar fluid properties to n-heptane) were used as an approximation for the contact
angles of n-heptane (see Tab. 2). As organic solvents tend to strongly wet solid surfaces, a precise measurement of the
contact angles of n-heptane is problematic [38]. Therefore, themeasured value of the static contact angleΘ0 is applied,
while themeasurements of the advancing and receding contact angles as well as the velocity scaling were approximated
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TABLE 2 Fluid properties of the simulated system air/n-heptane [39, 40]

Parameter Air n-Heptane
Kin. viscosity ν in m2 s−1 1.48E-05 6.10E-07
Density ρ in kgm−3 1.00 683.75
Surface tension σ in kg s−2 0.02053
Stat. contact angleΘ0 in ◦ 10.0
Adv. contact angleΘA in ◦ 11.8
Rec. contact angleΘR in ◦ 1.0
Velocity scaling uΘ in m s−1 0.1

as auxiliary values to ensure a stable simulation. While the assumed valuesmay slightly differ from exact values, they
can still be used to compare simulation data for different packing geometries as the transferability of the results is
maintained.

The simulations are initialized with a defined stagnant liquid holdup. The liquid flow through the packings is
simulated until a quasi-steady state of the liquid flow through the domain boundaries is reached. The quasi-steady
state is reachedwhen the variation of themean overall liquid load during a time period of 0.1 s drops beneath 5%. For
both geometries, this is achieved after approximately 5 s of simulation time. The simulation results are evaluated after
another second using the data processing tools described in Section 2.3. The additional second is required for amesh
independence study.

The selection of a suitable mesh is a compromise between the high accuracy of a fine numerical grid and the short
simulation time of a coarse numerical grid. Therefore, the simulations of the RP9M-3D were performed with four
meshes having different levels of refinement to investigate the mesh sensitivity of the results. The meshes differ
in the level of surface refinement and the number of cells used for the transition between two differently sized cell
layers. Table 3 summarizes the numbers of cells of the four investigatedmeshes as well as the input parameters for the
snappyHexMeshDict in OpenFOAM. The backgroundmesh has a cell length of 0.2mm in all three dimensions.

A base simulation using Mesh 1 was run until a quasi-steady state was reached after t = 5 s. The solution of
the pressure, velocity and liquid fraction field was mapped onto the finer meshes 2 – 4 using the OpenFOAMutility
mapFields. All four cases were then simulated for a further second, yielding new quasi-steady states with the finer
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TABLE 3 Number of cells, surface refinement levels and number of cells between layers for the four utilizedmeshes

Mesh Cells Surf. ref. level Cells b. layers
1 2.11E+06 (1 1) 2
2 6.78E+06 (2 2) 2
3 1.17E+07 (2 2) 4
4 2.58E+07 (3 3) 2
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m2 h
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Mesh number
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F IGURE 6 Overall liquid load Loverall in quasi-steady state for the different meshes.

meshes.
Figure 6 shows the overall liquid load Loverall in the quasi-steady state in relation to the operating range of the

laboratory column of Neukäufer et al. [3]. The global liquid load varies only slightly for the different meshes with a
maximum relative deviation of less than 8% from the finest mesh.

The local liquid loads Li over the 13 segments resulting from the four meshes are depicted in the upper part of
Figure 7. The lower part of Figure 7 shows the liquid fraction α over the bottom end of the domain for eachmesh as
well an enlarged view of the liquid fraction at the wall for Mesh 1 andMesh 3. The liquid fraction distribution itself
does not change significantly. However, the film in, e.g., the upper left outer ring quarter segment (indicated by the red
arrow) decreases fromMesh 1 toMesh 3. This leads to a lower local liquid load Li in this segment. On the other hand,
the film in the upper right quarter segment of the outer ring (indicated by the yellow arrow) is thicker forMesh 3 than
forMesh 1 resulting in a higher local liquid load Li . The described effect is strongest when refiningMesh 1. The local
liquid loads Li ofMesh 1 deviate significantly from the other threemeshes, while the results forMesh 2–4 are a better
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F IGURE 7 Liquid load Li over the segments (top) and liquid fraction α (bottom) for eachmesh.

match. While the deviations betweenMeshes 2 and 3 remain pronounced, the differences betweenMeshes 3 and 4
are only slight. This is also supported by amore detailed analysis of the relative deviations. Using the same number of
cores, the calculations require approximately ten timesmore computing time usingMesh 2 thanwhen usingMesh 1.
The time needed doubles when using Mesh 3 instead of Mesh 2. For a first screening of liquid load distributions in
different packing structures, the results ofMesh 2would be sufficient. However, Mesh 3 is used for further evaluations
to yield more accurate results with a tolerable computing time of approximately 20 days using 112 cores (core nominal
frequency: 2.6GHz). The mapFields-utility proves to be a valuable tool in reducing computational time even further by
utilizing a converged simulation with a coarser mesh as a starting point.
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3.2 | Simulation results

Figure 8 byway of example depicts the packing structureRP9M-3D (gray) and the resulting liquid distribution colored by
themagnitude of the liquid velocity �u liq�. The overall liquid load amounts to Loverall ≈ 7.5m3m−2 h−1 for RP9M-3D and
in Loverall ≈ 6.8m3m−2 h−1 for the XW-Pak. These liquid loads lie within a suitable operating range for laboratory-scale
columns andmatch the setup of Neukäufer et al. [3]. This range is adequate to allow conclusions to be drawn from the
simulation results for subsequent application to experiments.

0.3

ms

0.0

0.1
Liq
uid
vel
oci
ty�
u
liq
�

F IGURE 8 Liquid distribution inside the packing structure RP9M-3D (gray) colored by themagnitude of the liquid
velocity �u liq�.

Figure 9 shows the local liquid load Li over the thirteen segments for the RP9M-3D (top) and the XW-Pak (bottom)
on the left. The optimal local liquid load Lopt,i over each segment according to Eq. (14) is depicted in the center. The
deviation∆Lopt,i of the liquid load Li from the optimal liquid load Lopt,i is shown on the right.

Both packings tend to direct the liquid towards the wall, which is a general problem of small-scale packings due to
the high wall-to-core ratio [41]. Furthermore, the liquid is shown to favor two quarter segments of the cross section in
both cases; this results from the asymmetric design of the geometries (see Fig. 5). The optimal liquid load Lopt,i in the
outer ring of both packings is higher than in the inner rings because the circumference of the wall is also considered
in the calculations and takes up a large part of the structure surface area. The XW-Pak has more segments with a
deviation∆Lopt,i of almost zero and, therefore, matches its optimal liquid load distribution with respect to the packing
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F IGURE 9 Local liquid load Li over the segments (left), optimal local liquid load Lopt,i over the segments (center)
and deviation from the optimal local liquid load∆Lopt,i (right). Top: RP9M-3D, bottom: XW-Pak.

crosspiece andwall circumferenceCCP,i in each segment better than is the case for the RP9M-3D.
When visualizing the results in ParaView, the spectra shown in Figure 9 help in locating areas inside the packing

that disadvantageously distribute the liquid. These can be avoidedwhile parts with advantageous characteristics can
be amplified. The presented approach is considered to be a first step towards a knowledge-driven optimization of the
design of such packings.

3.3 | Comparisonwith experimental data

Experiments to validate the simulation results were conducted at UlmUniversity using the test rig shown in Figure 10
with a setup loosely based on the work of Lämmermann et al. [8].

The experiments were conducted using n-heptane. The packing has a heightHP = 540mm for RP9M-3D, 600mm
for the XW-Pak and a diameterDP = 20mm in both cases whichmatches the simulated packing structures. Vertical
and horizontal guiding lines at the column wall and a laser are used to align the packing. A distributor with a single
dripping point is connected to the top of the column. A liquid collector (see Fig. 11) with 13 segments that are of the
same size as those in the simulations is installed directly beneath the packing. Columnwall, packing, distributor and
collector are separately manufactured using the AMmethod selective laser sintering with PA-12.
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F IGURE 10 Test rig at UlmUniversity for the investigation of the liquid distribution inside packing geometries.

F IGURE 11 Side view (left) and top view (right) of the 13-segment liquid collector that is attached to the packing.

Figure 12 shows a simplified flowsheet of the setup. Themembrane pump P–1 transports the liquid to the top of
column C–1. The liquid flows through the packing and is distributed to the different segments of the collector. The
fractions aremerged in vessel V–2 and fed into the top of columnC–1 until a steady state is reached after approximately
20min. Once a steady state is reached, the liquid inside the segments is separately collected in vessels V–3 to V–15
for∆t = 600 s andweighted. Valve V–1 is a specially constructed AMdevice used to simultaneously switch the flow
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F IGURE 12 Simplified flowsheet of the test rig.

through all the segments from recirculation tomeasuringmode during operation of the test rig. In this way, the liquid
flow in all segments can bemeasured simultaneously. The liquid load Lexp,i in each segment is calculated as follows:

Lexp,i = Mi

ρ · Ai · ∆t
, (15)

where ρ is the density of n-heptane,Mi themass of liquid inside each segment andAi the cross-sectional area of the
segment.

The measurements were performed with liquid loads of Loverall,RP9M−3D ≈ 7.2m3m−2 h−1 and Loverall,XW−Pak ≈
6.7m3m−2 h−1 for the RP9M-3D and XW-Pak, respectively. The liquid loads were slightly lower than the resulting
loads in the simulations. For each packing, the experiments were repeated three times.

Figure 13 compares the simulated results of the liquid distribution for RP9M-3D and the XW-Pakwith the experi-
mentally obtained average results for each packing (left side). It furthermore depicts the deviation∆Lopt,i of the local
liquid loads Li from their corresponding optimal local liquid loads Lopt,i for the simulated and experimentally obtained
values (right side).

All cases showthe tendencyof the liquid toflowtowards thewall region. For theRP9M-3D, a sumof62.5m3m−2 h−1
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F IGURE 13 Simulated local liquid loads Li (sim.) and experimental local liquid loads Li (exp.) over segments (left)
and deviation from the optimal local liquid load∆Lopt,i (sim.) and (exp.) (right). Top: RP9M-3D, bottom: XW-Pak.

flows through the outer ring in the simulation and 61.3m3m−2 h−1 in the experiment. In the XW-Pak, total liquid loads
in the outer ring of 62.5m3m−2 h−1 and 56.3m3m−2 h−1 are reported for simulations and experiments, respectively.
The simulation overestimates the amount of liquid in the outer ring for the XW-Pak by 10.9%, while the liquid load at
thewall for the RP9M-3D is slightly overestimated by 2.0%. The deviationswere calculated relative to the experimental
values. For both structures, the simulations lead to a stronger separation of liquid in the outer ring resulting in two
segments with a high and two segments with a low liquid loadwhile the experiments show a less sharp separation of
liquid loads in the outer ring. The main reason for this is that the segmentation boundaries of the lower end of the
simulation domain are – in contrast to the experimental setup – infinitely thin. As the printed packing and collector have
very small diameters ofD = 20mm, the separating walls with a thickness of 0.8mm in Figure 11 occupy a space that is
not negligible in relation to the cross section. This leads to coalescence effects resulting in a less sharp differentiation
of the wall flow inside the experimental setup. Moreover, wall and packing structure are printed separately, which
might increase the peripheral flow at the wall. Further deviations result from differences due to printing and post
processing of the structures as well as from the finite length of the packings and the single point liquid distribution
at the top. However, the experiments show that the XW-Pak yields smaller deviations from the optimal local liquid
load∆Lopt,i than the RP9M-3D (see Fig. 13). This matches the trend shown by the simulation results and in doing so, the
core hypothesis underlying our simulation work. Despite showing some deviations in the liquid load distribution, the
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experimentally obtained results support the conclusions drawn from the simulations.

4 | CONCLUSION

In this paper, the liquid flow inside different structured packings with enclosing wall is simulated for laboratory scale. A
simulation technique that enables the prediction of the liquid phase and flow distributions over the structure surface in
a quasi-steady state of the two-phase flow has been developed. It uses a periodic setup for a representative element of
the structure. A two-step approach is proposed to ensure sufficient accuracy of the simulation results with reasonable
computing times. The converged solution of a coarser numerical mesh is mapped onto a very fine mesh and the
simulation resumed for another flow passage through the structure. Experimental results validate the simulations.

A new data processing tool, which takes into account the packing crosspiece arrangement, analyzes the liquid
distribution as well as optimal liquid loads. The simulated liquid flow inside the newly designed structure XW-Pak
matches its optimal liquid load distribution better than in the RP9M-3D case.

The generated spectra of the local liquid load distribution at the domain outlet segments are used to obtain a more
insightful graphical visualization in ParaView, relating the obtained liquid distribution to an optimal one. This method
confirmed the superiority of the XW-Pak over the RP9M-3D in this respect. Themethod can be used to further improve
the design of additively manufactured packings with respect to the flow distribution over their cross-section. Such an
optimization is crucial for the objectives of enhancing the separation efficiency of the column and the effectiveness of
the whole scale-up process.
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NOMENCLATURE
| Latin symbols

Symbol description, (unit)
A area, (m2)
a specific geometric surface area, (m2m−3)
C packing crosspiece circumference, (m)
Co Courant number, (–)
D diameter, (mm)
g gravitational acceleration, (ms−2)
H height, (mm)
h holdup, (–)
L liquid load, (m3m−2 h−1)
M mass, (kg)
p pressure, (Pa)
t time, (s)
u velocity, (ms−1)
x distance, (m)
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| Greek symbols

Symbol description, (unit)
α liquid fraction, (–)
ε void fraction, (–)
Θ contact angle, (◦)
κ curvature, (–)
µ dynamic viscosity, (Pa s)
ν kinematic viscosity, (m2 s−1)
ρ density, (kgm−3)
σ surface tension, (kg s−2)
τ stress tensor, (Pa)

| Subscripts

Symbol description, (unit)
0 static; empty column
A advancing
avg average
CP packing crosspiece (or wall)
exp experimental
G gravitational
g gas
geo geometric
i segment i
l liquid
opt optimal
overall overall (in steady state)
P packing
R receding
r compression
σ surface tension
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