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1 | INTRODUCTION

Computation of matrix functions often arises as an important step in problems related to physical, economical, biological, etc
processes. In geometric algebra (GA), this is equivalent to computation of function of a multivector (MV)125, A vast topic on
matrix functions is well covered in the book™.

If matrix is non-defective (diagonalizable), a typical computation step makes a start with a diagonalization procedure. Then,
the function of diagonal matrix is straightforward to compute. In the non-diagonalizable case the procedure requires Jordan
decomposition, which introduces a lot of complications. In this article we will focus on how to compute defective MV function
in real Cl, ;. The article presents an extension of the method described in our previous article® (which doesn’t require neither
explicit diagonalization nor Jordan decomposition procedure) to the case of defective MV/matrix.

The matrix functions in general can be computed by a number of different ways® 7SO0 Oyur approach is based on the
method where renovation of spectral basis is employed, and which belongs to the class of polynomial methods®. In particular,
the latter method is based on the minimal polynomial of considered MV. Then, instead of generalized spectral decomposition
procedure, which was used in® to find explicit basis expansion coefficients, we provide recursive formulas that greatly simplify
the most problematic step in the computation. We believe that exact (closed form) formulas for exponentials and other functions
for low dimensional cases investigated in"21%%, including matrices that are representations of some Lie groups or have some
special symmetries®’, now become relatively simple to compute.

In Section [2] I the methods to generate characteristic polynomials in C/, , algebras characterized by arbitrary signature {p, q}
are discussed. The minimal polynomial is introduced in Section 3| l 3l In Section E] we shortly remind classical method®, and the
Section [5] presents main results of the article. Examples are given in Sectios [6}§] followed by Conclusion and Perspectives in
Section

0Abbreviations: MV, multivector; GA, geometric (Clifford) algebra; nD, n dimensional vector space
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2 | NOTATION AND CHARACTERISTIC POLYNOMIAL OF MV

In GA, the geometric product of orthonormalized basis vectors e; and e; satisfy”? the anti-commutation relation, e;e ;e =
+26,;. For a mixed signature C/, , algebra, the squares of basis vectors are ef = +1 for first p vectors, i = 1,2,...,p, and
ef = —1 for remaining q vectors, j = p+ 1,p+2,...,p+ q. The sum n = p + q is equal to dimension of the vector space. The

general MV is expressed as
21

A=aq,+ Z ae; + Z a;;€; + - +a.e.., = Z asey, (D)
i i<j J=0
where a;, a;;... are the real coefficients. The number of subscripts in the basis element e... indicates the grade of the element.
The ordered set of indices denoted by a single capital letter J is referred to as a multi-index. The basis elements e;;... are always
assumed to be listed in the inverse degree lexicographic order, i.e., the element with a lower grade is listed before all elements
of higher grades while lexicographically once the grade of both elements is the same. For example, when p + ¢ = 3 the basis
elements are listed in the following order {1,e,,e,,e;,€,,, €3, €,3,€,o3 = I}, i.e., both the number of indices and their values
always increases from left to right.

Characteristic polynomial y,(4) of MV A of variable A plays an important role in many applications. We will mainly use it
for general considerations and for comparison with minimal polynomial of MV, which is described in next section. Every MV
A € Cl, , has a characteristic polynomial y,(4) of a degree d in R,

d
IA(D) = Y (W) A )
k=0

where d = 22 is the integer, n = p + q. In particular, d = 2"/? if n is even and d = 2"*V/2 if n is odd.
We will take[] C)(A) = —1, then C;)(A) will represent MV’s trace: C;,(A) = Tr(A) = d (A),, where (A), is the scalar part
of MV in (), i.e. (A), = a. The largest coefficient C 4 (A) gives MV determinant with opposite sign, C(;)(A) = — Det(A).
The characteristic polynomial can be computed in a number of ways. We will use recursive Faddeev-LeVerrier-Souriau
algorithm %15, where each recursion step produces one of the coefficients Cy;,(A) of the polynomial (2). The first recursion
gives C(;)(A). Each subsequent step produces the coefficient C;,(A) = %(A(k)>0 and a new MV A ,,) = A(A(k) - C(k)(A))
according to
Ap=A—=>CyHA) = é<A(1)>o’
Ag = A(Ag — Cpy(A) = Cy)(A) = 7(A2))o> 3)

Ay = A(Ay1) = Can(A) = Cp(A) = Z(Au).
The last step, as mentioned, returns the determinant with opposite sign: —Det(A) = A,y = C,)(A) = A(A(d—l) - C(d—l)(A))'
At the last (d + 1) step one gets the identity, A, ;) = A(A(d) - C(d)(A)) = 0, known as Cayley-Hamilton theorem. In particular,
it states that if we replace polynomial variable 4 by multivector A in the characteristic polynomial (Z) we still get zero,

d
Z ALCly_iy(A) = ATC o (A) + A" C ) (A) + -+ + Cyy(A) =0. )
k=0

The above identity allows to write down multivector power A? (and, of course, all higher powers) as a linear combination of

multivectors A%, A, A2, ..., A9~ which correspond to respective matrices.

The Cayley-Hamilton theorem also can be interpreted as a statement about linear dependency of vectors in higher dimensional
space. Indeed, since geometric multiplication of MVs gives another MV of the same algebra, we can write all coefficients at
(sorted) basis elements of MV in a list and interpret them as the components of some vector in 2" dimensional linear space.
Alternatively, since m X m matrix multiplication also yields a matrix of same dimension m X m we can reorder (flatten) m X m
elements of a matrix into a column/row of length m? and also interpret them as vectors in some other linear space. Then Cayley-
Hamilton theorem simply states that vectors constructed in both cases become linearly dependent if their number exceeds value d,
that is same both for the MV (in orthonormal basis) and the matrix representation of the MV. We see, that in vector interpretation
the Cayley-Hamilton theorem has the same origin as a statement that, for example, arbitrary vectors in nD inevitably becomes

' This choice ensures that the (symbolic) coefficient C,(A) (determinant of MV) remains syntactic positive in any vector space of dimension n.
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TABLE 1 Minimal and characteristic polynomial factors in case of root A; of multiplicity k for trivial (left) and non-trivial
(right) Jordan blocks of dimension k.

linearly dependent if their number exceeds dimension # of the vector space. We will see that this interpretation will help us to
understand the method of computation of the minimal polynomial of MV in next section.

Let’s now consider a Taylor series expanSiOIﬁ of some MV function f(A) around a regular point of the same function f(x)
of scalar argument, for example, around zero

FA) = FO) + [ OA+ 3 fOA + -+ = FOOA + . 5)
The Cayley-Hamilton theorem ensures that all powers equal or large than A? can be expressed in terms of lower ones:
T = (FO) =) + (£ 4 )A+ (5770 4 )W ot (25 £ 4 )T (©)

where the coefficients of linear combination of all higher powers of MV now have been moved inside lower expansion coefficients
(% k) (0) + ) at A¥, k < (d — 1). The sum, nevertheless may be infinite. The question, therefore, is “can such a sum be
summed up?”. It appears that one can find a basis in which the sums at powers A*, k < (d — 1) become finite, i.e., we can
explicitly do the summation. Such a basis will be called the generalized spectral basis®.

3 | MINIMAL POLYNOMIAL OF MV

In the matrix theory an important polynomial is the so-called minimal polynomial which we will denote y 4(A). It establishes
conditions for diagonalizability of matrix A. The polynomial 4, (1) may be defined for MV as well. It is well-known that matrix
is diagonalizable (aka non-defective) if and only if the minimal polynomial of the matrix does not have multiple (repeated) roots,
i.e., when the minimal polynomial consists of product of distinct linear factors. Then, roots of a characteristic equation are all
different and matrix/MYV is diagonalizable. We can use this condition as a definition and the criterion for diagonalizability (non-
defectiveness) of MV too. Table [T] compares characteristic and minimal polynomial factors for trivial and non-trivial Jordan
blocks in case of matrices.

In calculation of MV function f(A) a (ilentral role is played by MV minimal polynomial y,(4). For MV A € CI,  itis a
polynomial in variable A of degree d < 2[5],

d
A = u(2) = Y Cyi(A) A%, @)
k=0

where the coefﬁcientﬂ C(4_1y(A) characterize MV/matrix, or a general linear operator. We will take the coefficient at A9 to be
normalize(ﬂto unity, i.e. Cg)(A) = 1. Itis well-known that the minimal polynomial u, (4) divides the characteristic polynomial
xa(A4), therefore, in general the former is of the same degree for diagonalizable MV and of lower degree for non-diagonalizable
MYV, Table |1} If all roots of characteristic equation y,(4) = O are different, in other word the roots have multiplicity 1, then
xa(4) and p,(A) may differ by constant factor (normalization coefficient) only.

2 An attempt to compute MV function in this way, in general, is a bad plan, since at first sight even for a well behaved and convergent function some of the coefficients
may skyrocket to very high values before starting to decrease to a true value. An example of bad behaviour can be found in paper':®.

3We intentionally use the same notation for coefficients both for characteristic and minimal polynomials, since for diagonalizable MV coefficients of both polynomials
coincide (in the article they have opposite signs for computational purposes) and we will deal further with the minimal polynomials only.

“4For characteristic polynomial we used Cg)(A) = —1, therefore, for diagonalizable MV we have p, (1) = —ya(4).



4

To have shorter notation, instead ofy,(4) we shall write y, since y depends on MV A indirectly through coefficients C,.
We will also introduce an alternative notation with superscript, u(4) = u®(A), in order to make the notation compatible with
that for k-th derivative of minimal polynomial, 4® (1) = %%. Taking into account that the factorial of zero is 0! = 1, the
notation ;1 (A) simply means a “zero” derivative of minimal polynomial, i.e. u¥(4) = u(4). The first derivative of (1) then is
pO() = 38D = Sk Clygy (AR = TZ (k+ 1DCy_gp)(A)A¥, where in the last sum the summation index was shifted
to start from zero in order to have consistency with the formula (16) in paper® for further comparison with factor § which will
be considered later.

The algorithm presented below explains in terms of GA how the MV minimal polynomial can be programmedE]

Algorithm 1 Minimal polynomial of MV

1: procedure MINIMALPOLY(A, x) > Input is the MV A = Zinz_ol a;e; and polynomial variable x
2: nullSpace={}; lastProduct=1; vectorList={} > Initialization; {} is an empty list
3: while nullSpace==={} do > Keep adding MV coefficient vectors to vectorList until the null space gets to be nonempty
4: lastProduct« AolastProduct

5: vectorList—AppendTo[vectorList, toCoefficientList[lastProduct]]

6: nullSpace«—NullSpace[Transpose[vectorList]];

7: end while > Construct minimal polynomial from nullSpace coefficients and powers of input variable x
8:

9: if Last[nullSpace] == 0 then > If the last element in nullSpace vector is zero then return a polynomial of higher degree
10: return First[nullSpace] - {x!, x?, ..., xLengthinullSpace|}
11: else
12: return First[nullSpace] - {x°, x!, x2, ..., xengthinullSpace]-11
13: end if

14: end procedure

The algorithm was explained earlier in paper'®, else the computation closely follows the algorithm for a matrix minimal
polynomial in?”. Because in GA the orthonormal basis elements e; are linearly independent by definition, we can construct
vectors from MV coefficients, in an exactly the same way as it was described in the interpretation of Cayley-Hamilton formula ().
The Algorithm|I]performs a search uptill the vectors constructed from coefficients at powers of MV become linearly dependent.
Once this has been achievecﬂ the NullSpace[ ] returns a list of coefficients of the linear combination. These coefficients then are
multiplied by corresponding A powers and summed up to form a minimal MV polynomial. The described method of computation
must bring in a clear difference between the characteristic and minimal polynomials: The characteristic polynomial is able to
provide general condition when generic vectors must become linearly dependent only, whereas the minimal polynomial finds
strict linear relation between particular vectors. For example, while randomly generated 3 vectors (with integer coefficients) in
3D space are linearly independent in most cases, it may happen that in rare cases they all lie in the same 2D plane, or even be
collinear. The characteristic polynomial can’t distinguish between these cases, while minimal polynomial sensitively represents
each case.

At the end we would like to comment briefly on computation of minimal polynomial in Mathematica language syntax (also
refer to Algorithm . The full implementation is provided in GA package!. The command-functions that begin with a capital
letter, AppendTo[ ], NullSpace[ ], Transpose[ ], Last[ ], First[ ], and Dot[ ] (short form of which is - ), are internal Mathematica
commands. Exceptions are the symbol o (geometric product) and toCoefficientList[ ] transformation. The latter is very simple.
It takes a multivector A and constructs a vector (list) from its coefficients: toCoefficientList[a, + a,e; + a,e, + - + a;[]—
{ag,a;,a,,...,a;}. A real job is done by Mathematica function NullSpace[ ], which searches for linear dependency of the
augmented vector list vectorList (see Algorithm [T)). After such a list of vectors has been found (this is guaranteed by Cayley-
Hamilton theorem) the function outputs a set of weight factors of the linear combination for which the sum of vectors turns

SThe algorithm in our papers’™?18 does not take into account situations where the last added vector turns to zero. In the latter case, one must return to a polynomial
one degree higher than in an ordinary case. This minor correction is now represented by If statement in the Algorithm
OThis is guaranteed by the Cayley-Hamilton theorem which claims that powers of A¢ or greater are linear combinations of lower powers of A.
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to zero. The command AppendTo[vectorList, newVector] appends the newVector to the list vectorList of already checked
vectors.

4 | CALCULATION OF MV FUNCTION BY CLASSICAL METHOD

To help the reader grasp the main result presented in the next section, here we will review the classical method how to find a
generalized spectral basis and then apply it to compute the function of matrix, operator or multivector®.
Construction of the basis starts from minimal polynomial which in a factorized form can be written as

uex) =[] =20 ®)
i=1
Here r stands for different eigenvalues A, of multiplicity m;. The degree of the minimal polynomial pu(x) is Z;zl m; < 2131,

For convenience, the roots are listed in increasing multiplicity order: 1 < m; < m, < -+ < m,. So, the last root has the largest
multiplicity. The generalized spectral decomposition of the MV begins by decomposing the inverse of a minimal polynomial
into partial fractions,

1 : ag a; Am,—1
uex) ;((x — A" " (x = A=t T (x = )’i)>
_ h.(x)
T—am T (= A
=h1(x)1//1 (x) + -+ + h(Ow,(x) ©)
u(x) '
where h;(x) = Z;";;l a,(x — A)° and y,(x) = H; Li(x — 4;)™, i.e. we have divided each term of the sum into part h,(x)

that includes the root 4, and the part y;,(x) that is free of the root 4;. After comparison with the initial expression we see that
21;1 n () (x) = by (X, (x) + - + h(x)y,(x) = 1. Therefore, we can define a polynomials p;(t) = h;(*)y;(t) having the
property Z:=1 p; = 1. Since y;(D)y; (1) is divisibl by u(z) for all i # j, we also have p;p; = 0. Thus, we conclude that
pl.2 = (p; + - + p)p; = 1 p, = p;. The obtained properties imply that the operators p; make a set of mutually annihilating
idempotents that realize partition of the unity.

Now, for each 1 < i < r let’s define a new polynomial g; = (+ — 4,)p;. For non-repeating root m; = 1 we see that ¢, = 0.
For repeated root of multiplicity m; > 1 we have q;""_l # 0, but q;"" = 0. Thus a list q;, g,, -, g, is a set of nilpotents with
corresponding nilpotency indices m;, m,, ---,m,. If i # j, we have p;q; = 0. Therefore, p;q; = (p; + -+ + p,)q; = 1 ¢; = g;, and
one says that nilpotents ¢, g,, -+, g, are projectively related to idempotents p,, p,, -+, p,. As a result we have got the following
generalized spectral basis

-1 i—1 —
{pl,q17q%...q;n] “.pi’qi’q?.“ qlm ’...pr’qr7q3...q;”r 1}. (10)
. ~- > . ~- / . ~ v
m, m; m,

If the multiplicity m; of root 4, is 1, the corresponding basis blocks (indicated by underbraces) consist of a single polynomial p;.
Once the generalized spectral basis has been computed, the generalized spectral decomposition of linear operator can be written
as

A= Z(’L‘"“L‘)Pi- (1D
i=1

7This means that all polynomial products should be understood as products modulo x(x). For more details, how these properties can be verified see example in
Section@
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Indeed, using the definition q; = (A — 4;)p; and remembering that p; is the idempontent, pi2 = p;, after expansion we have
A=A Z::l p; = A. Now higher powers of A can be easily computed:

1 = p; + + -+ p,

A = (4 +ag)n + (h+a)p, + -+ (4, +q)p,

AP = (L+a)’n (Lt et (407, (12)

AT = )"+ ()" e (449",
To find (4, + ¢ j)k one can use the binomial theorem and property qim’ =0,

k _ 1k k k—1 k k=(m;=1) m;—1
(4;+q;) —/1j+<1 AT+t m -1 4; a" . 13)

Here (k) = —X__ denotes the usual binomial coefficient for p < k and zero otherwise.

P '(k—p)! . . L
Once we know how to compute the powers of MV, we can apply this property to function series in MV argument (we suppose

the function is analytic). For simplicity, let’s assume that the function of a scalar (complex) argument, g(z), has a convergent
Taylor series in the neighborhood of the eigenvalue 4;. Then, MV function g(A) can be defined as Taylor series with scalar
variable z replaced by M A ie., g(A) = X3 A = ay+ ajA + a,A? + . Using (I2) and properties p> = p;, q," = 0,
Piq; = q;» p;q; = 0, we find,

gA) = ao(P1 +pyt +Pr)
+ay((A +a)p + (A + @)y + -+ + (A, +4,)p,)
+ay (4 +q)°p + (A + )°py + - + (4, +4,)°p,)
+as((4 +q)°p + (A + @)’ py + -+ (4, +4,)°p,) +
:(ao +a A+ 02/1% + a3/1? + )

+ ((11 + <?>(12)«l + <?>a31% + ) q,

+ <a2 + <;>a3ﬂl + (‘2‘>a4/1f + > qf + --- + sums for rest » — 1 roots (14)

1 _ my—
28(11)171 +g/(/11)q1 + 5g"(31)‘1% + o+ g( 1 1)(}“1)61; 1) + .

(my = D!

I e -
+ 8P, + 8'(4)a, + 578" (A)q] + -+ + g" D (2,)g" Y,

(m, — 1!

where the primes denote derivatives, g'(1,) = gV(4,)) = % |, etc. Introduction of notation
1 m— m;—1
80+ 4) = gUp, + ' (44 + 578G} + -+ + o g ™ )" (15)
then allows compactly write down the above finite sum as
g(A) = ) g(A +q)p; (16)

i=1

The classical formula (T6) may be used to compute analytical functions of matrices or general linear operators. Note that
almost all steps of symbolic manipulations (the decomposition of inverse of minimal polynomial, the Taylor expansion) can be
done using formal scalar argument. The essential and most tricky part of these computations is, of course, the decomposition
of inverse of minimal polynomial 1/u(x), which makes a core of all computations. The above description (intentionally) lacks
any details on this subtle point. The only important feature of classical computation method we want to stress is the order
in which polynomials p;, qf are computed. In particular, the polynomials p; are computed at first. Only then it is possible to
compute powers of g;, ql.z, ... In increasing order. Because of latter property, the classical method requires operation of division

8The Cayley-Hamilton theorem, of course, ensures that in the sum there exists a maximal power of A?. Nonetheless, in arbitrary basis the series remains infinite
because each A¥ power, k > d, that exceed dimension d will contribute to all coefficients of lower powers of A. Now we see, the main reason why the generalized spectral
basis is so useful is that the coefficient sums terminate in this basis at k < d.
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(reduction) of polynomials. This is a difficult task when minimal polynomial happens to be an irreducible polynomial of high
degree. In the article® this is implemented by decomposition using Mathematica’s universal command Series[ ] and the fact
that the expansion series must terminate after m, terms (the required program code is listed in the appendix of). However the
Series[ ] command uses general state-of-the-art algorithms, where a short note on implementation of the comman(ﬂ states that it
“works by recursively composing series expansions of functions with series expansions of their arguments”. In the next section
we will show how to realize this decomposition explicitly, without any reference to command Series[ ].

5 | MV FUNCTIONIN C/, , ALGEBRA

This section presents main result of the article and extends our earlier efforts1®18 to the case of non-diagonalizable MVs in a
basis-free form.

Theorem 1 (MV function in a basis-free form). The function f(A) of multivector (MV) argument A = Zi:ol ase; inCl,,
algebra is the MV that can be computed by the following explicit formula

oo 4+ 7) ——
w=x ;(TL:O)Q,- (A ). a7
where m; denotes multiplicity of root A; (with the index i) of the minimal polynomial p(A), which has r different roots, of the

MYV A. The symbol % » denotes the ¢-th derivative of function f at the root 4,. The MV polynomial me_l_t(A, A) =

1

Q:"'_H(A, M| )=, are recursively computed as follows

o SO(A, A
oA =28
umI(A)
SOA, 1) — Q™ (A, Hum+H(A
0" (A, 1) = (A, -0 (A D)u @)
' HmI()
o S0 AA Q" (A DU I = O (A DD (2)
SR pm(A)
0 Sm=D(A, 2) — QN (A, Hu™+D(2) — Q3(A, Hu ™t D () — - — Q;ni_](A, AHu®m=()
O, (A1) = ) (18)
umI ()
The quantities u®’(A) are weighted k-th derivatives of minimal polynomial y®(1) = %% (defined in Section . The
polynomials S(A, 1) = S©(A, ) and and their weighted k-th derivatives S®(A, 1) are defined by
r—=1 ,r—k—1
S(A 1) = SOA, 1) = Z( D ASC(,_s_k_n(A)) A, SOMA2)=SOAD|
k=0 \ =0 i
1 d*S(A, 1)
*) _1 : WA 7 = g0
SOAD) = 5 SOA, 1) = SP(A, /1)|Mi . (19)

Proof. At the moment we have verified formulas in the Theorem || symbolically for Clifford algebras with p + ¢ = 4 and
p + q = 6 by constructing defective MVs from all possible combinations of nontrivial Jordan blocks of algebras that have real
matrix representations{ﬂ Also, we have checked formulas numerically for p + ¢ < 12, for this purpose using MVs with integer
coefficients. Since the theorem is formulated in terms of polynomials with unspecified coefficients, a general proof could be
very tedious and will require manipulation/summation of products of coefficients of these polynomials. This task is postponed
for further research. O

9See https://reference.wolfram.com/language/tutorial/SomeNotesOnInternalImplementation.html,
10Since A appears in Q:”’_H(A, 4;) explicitly, the latter is a polynomial both in 4; and A (of course, the coefficients C, still are functions of A as well). The same
notation applies to polynomials S® (A, 1) below.
T At the moment we don’t know an easy way to construct defective MV systematically for algebra that has complex and especially quaternion matrix representation.
Nevertheless, since we know how to compute minimal polynomial for randomly generated MV, we can check the formula for arbitrary algebras, albeit not so systematically.
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Remark 1. Generalization. 1t is straightforward to generalize the Theorem [I] for arbitrary (finite dimensional) square matrices
and linear operators. Indeed, in order to compute a function of matrix it is enough to replace MV geometric product by matrix
product A — AA --- A. Computation of minimal polynomial of finite matrices is a well-known procedure.

——

k terms

Remark 2. Recursion formula analogy. The recursion formulas (I8) reminds one of the procedure of construction of basis
vectors for some irreducible group representation?. Since we already know from SectionE]that Q™ = 0 the construction starts
from a single basis vector of the highest weight Q”:~!. Then one defines a lowering operator, application of which in succession
produces basis vectors by one lower weight in each step. The procedure is repeated until the lowest weight basis vector of the
representation is reache One could observe that the polynomial Q;"’_l corresponds to the polynomial q:""_l of the highest
power in classical method. Indeed (see Section |4} paragraph above formula (T0)), multiplication of q:””_l by g; results in zero,
q; q:”"_l = q:"' = 0. Therefore Q:.""_l is exactly the polynomial from which the entire recursive lowering procedure starts. After
subtraction of all previous Q:‘ contributions in the last step we are left with the polynomial Q?(A, 4) which has been denoted
by p; in the classical method. Since explicit expressions for Qf‘(A, A) at k > 0 coincide with those at k < 0, they have exactly
the same properties as listed in Section and, of course, the properties of Q?(A, A) are identical to p;. Therefore, the recursion
formulas (I8), in fact, implement partial fraction decomposition of inverse minimal polynomial in a reverse order, what makes
polynomial reduction redundant.

Remark 3. Denominators. One should observe that denominators of (I8) enclose the same (weighted) m;-th derivative in the
minimal polynomial x"”(4). In fact, it prevents the denominator at root 4, of multiplicity m; to vanish. Indeed at the root A, of
multiplicity m; we have u(A, 4;) = (x — 4,);" p(x), where polynomial p(x) encompasses contribution from all other roots 1, # 4;.
After differentiation m; times we get an expression in which (x — 4;) disappears. Since p(4;) # 0, the denominator does not
reduce to zero at x = A,. This explains why in case of a non repeating roots in equation (16) in paper® the expression for
factor in the denominator has only the first derivative of minimal polynomial.

Remark 4. Number of derivatives of MV function. From Eq.(T7) one can see that the non-diagonalizable MV function demands
computation of the function derivatives of order that is by one less than the maximal multiplicity of a set of roots. From this
follows that MV function that has no repeated roots, i.e. the MV is non-defective, does not require computation of function
derivatives at all. This is in agreement with formula (16) in paper.

Remark 5. Evaluation. Symbolic recursion formulas are sameE] for every root 4; of the same multiplicity, and consequently the
expressions for them are identical not until a particular root value will be inserted. Therefore, it is more efficient at first to do all
computations with a formal root 4 symbolically and then later to substitute a particular root values in a final step of computation.

Since the roots of a characteristic equation in real GA in general are complex numbers, the individual terms in the sums in
Theorem [I] strictly speaking, are complex. However, the coefficients at basis elements in the final result for some functions (for
example, for exponential function) will simplify to real numbers.

6 | EXAMPLE: DEFECTIVE MV IN C/; ,

The section demonstrates how to apply Theorem [I]to compute arbitrary GA function of a non-diagonalizable MV, i.e. of MV
minimal polynomial of which has at least one repeated root. In the examples below we will compute the exponential function
of MV, since the obtained answer then can be easily checked by using the defining property of the exponent, namely,

0 exp(At
Aexp(A) = JEXPAD| (20)
ot =1
To find arbitrary function of MV it is enough to replace the exponent and its scalar derivatives by corresponding function and
derivatives in the examples presented below. The only restriction is that the function (and the required derivatives) should be

well defined at the roots of MV minimal polynomial.

12We have chosen a case which most closely matches our algorithm. Sometimes the representation basis is computed starting from the lowest weight vector and then
applying raising operator

B3Even if multiplicities of roots are distinct the symbolic expression have a lot of repeated parts, and computations can still be highly optimized, see example in
Sectionsm
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Example 1. Exponent in Cl; . Let’s take MV A = —1 + 2e; — 2¢,, — €|y; — 2€; + €, + €,3 + 2e; the exponential of which
typifies non-diagonalizable MV. The minimal polynomial of A is p,(x) = (x2 +2x+ 2)2 = x* +4x3 +8x? + 8x + 4 with Cy =
4, C(3) = 8,C(2) = 8,C(1) =4, C(O) = 1. It has two complex (r € {1,2}) roots, namely, {x;, = 4, = -1 -1i,x, = 4, = -1 +1}.
Each root has multiplicity two: m; = 2, and m, = 2. To avoid confusion, in the formulas below we have replaced A by x. First,
we will compute polynomials p,, g, p,, g, using classical method described in Section [} In this particular case one finds two
pairs of polynomials { P-4y > P } of multiplicity m; = m, = 2.

N~~~

my my
Partial fraction decomposition of the first (r = 1) root, 4, = —1 — 1, yields p; = ii(x + (1 —i)*(x+ (1 +2i)and g, =
—i(x + (1 = i))*(x + (1 + i)). For the second (r = 2) root A, the polynomial is p, = —ii(x + (1 4+ 1)%(x + (1 — 2i)) and

QG = —i(x + (1 —1i))(x + (1 +1))>. Here we will only check that the polynomials indeed have properties listed in Section For
computational details of p|, q;, p,, g, the reader should refer to paper®. It is a straightforward matter to check that p, +p, = I. The
verification of multiplicative properties requires division of polynomials modulo minimal polynomial. For example, to verify
that p,q, = g, we have to divide the product p,q, by minimal polynomial p,(x), i.e. find s(x) and r(x) that allow to write the
product in the form p,(x)q,(x) = s(x)u(x) + r(x). Here s(x) is the polynomial of lower degree, which after multiplication by
minimal polynomial y(x) and summation with the reminder r(x) yields the product p,(x)q,(x). Division by modulo minimal
polynomial u(x), denoted (pl(x)ql(x) mod y(x)) = r(x), means that we are only interested in (keep) the reminder r(x) and
discard s(x)u(x) part. In particular, to check the property qf = 0 we have to verify that (ql(x)2 mod y(x)) = 0, i.e. that u(x)
divides g, (x)? (the reminder is zero). This is easy to do using computer algebra programs. For example in Mathematica, this can
be done with command PolynomialReduce[p,(x) g, (x), u#(x), x]. Then it is easy to check that ( p;(x)q,(x) mod u(x)) = q,(x)
and ( p; (x)p,(x) mod u(x)) = (. The calculations are similar for polynomials p,(x), g,(x) and the second root 4,.
Once the generalized spectral basis was found, it is easy to check that the powers of MV satisfy the identities,

A =4+ a;(A)py(A) + (4 + 65 (A)) po(A)
A2 = (4, +4,() (A + (A + 4,() pa(A)

where commutative variable x was replaced by multivector A. The same replacement, which lies in the core of the Cayley-
Hamilton theorem, was considered in Section 2}

Expressions for MV powers permit straightforward calculation of MV function by formula (T5), for example the exponential
exp(A) just by replacing the function g by exp. In the case of defective MV, the formula (T3] requires computation of derivatives.
Since in our case the roots have multiplicity m, , = 2, only values of the first order scalar derivatives of the exp function are
required at roots 4, ,. It is convenient at first to calculate all needed derivatives symbolically for arbitrary 4, and then substitute

particular root A,. For exp(A) the derivative is exp’(4,) = L dexplitn) |T:0’ a=i, = exp(4;). Explicit formula in this case is

T
exp(A) =(exp(4,)p; (A) + exp’(41)q;(A)) + (exp(A)pa(A) + exp’ ()4, (A))
After substitution of A = —1 + 2e; — 2e, — e,,3 — 2,3 + €, + €, + 2e; one obtains
exp(A) = + % (1+e¥)e '+ % (Q+D+@2-1e*)e e, + % (L +20) + (1 —20)e*) e e, + (1 +1) (¥ —i) e e,

(=i (i+e¥)e e, - % (@-D+Q+ie")e e + % ((1=2i)+ (1 +2i)e?) e e,y
+ %i (—1+e*)e ey

After summing complex conjugate roots pairwise, the answer can be rewritten in a real form,

exp(A) = %( cos(1) + e (sin(1) + 2 cos(1)) + e,(2 sin(1) + cos(1)) + 2e;(cos(1) — sin(1))

— 2e,,(sin(1) + cos(1)) — sin(1)e,,3 + €;5(sin(1) — 2 cos(1)) + ey3(cos(1) — 2 sin(l))) .

The essential part of the above computation (Section E]) is the partial fraction decomposition of 1/u(A), which yields the
polynomials p; = Q%, ¢! = 0!, ¢* = 02, ---, q:""_l = Q7" and which usually is a nontrivial task. Even so, we shall demonstrate
how easily the required polynomials can be obtained by recursion procedure (I8) from the main Theorem|[I}

The first task is to calculate the largest polynomial power Q;"'_l (A, A) for each root (the highest weight vectors) that correspond

to qlf""_l from classical method description in Section 4} Since the roots have the multiplicity 2, the first line of the system (T8)
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yields
SO, 1) _ CoA’ +CA + Cyd + Cpyx° + x*(Cpy 4+ Cp)) + x (Cpy 4% + CyA + C) + C
S (D) 4 (2 +22+2) +2024+2)?
BHAP 481+ +(A+ x>+ (2 +44+8)x+8
B 4(A2+24+2) +2Q24+27
0l(v,—1 =) = = (e + (1 = DPG+ (1 +1),

0L (. 4) =

s

O)(x,—1+i) = —i(x +(1=))x+ 1 +1)%

The polynomials Q?(x, A), which represent p; in the classical method, can be found from the second line of the system (T8).

1 dSO(x, 1) 1 1 d®u(d)
LasB) _ gl (x, 4)L Lu
0 1 da i=12° M3 g TA43223 46042 +48 A+(—2A—2)x3 +(A2—41—4)x2+(4 3 +1472+81)x+16
0, ,(x, 4) = -

1 Pud) 2(342+6+4)
21 an

0x, 1 —i) = %i(x + (1= D)P(x + (1 +2i),

>

000x, —1+1) = —ii(x + (1 +1)%(x + (1= 2i)).

A bonus is that we have avoided polynomial division modulus minimal polynomial, since the recursive computation starts from
the "opposite end" as compared to classical method. Therefore, here proposed method is much simpler than that presented in
detail in paper®, which in turn may be advantageous over other known methods.

7 | EXAMPLE: DEFECTIVE MV IN C/,,

To show how well the recursive formulas work, we will take a rather complicated MV which corresponds to a real matrix of
dimension 8 X 8 and compute exponential function of the MV.

Example 2. Exponential in Cl,,. Let’s take rather complicated and non-diagonalizable MV A = %(2e1 —e;3— €3+ 235 —
10 3456 +4€35 +2€)35 — €1, + €45 — 28456 + 2€ 145 — €5 + A€ — 283, — 4345+ 203,50 — €346 — 2€35 — 4355 + €3 + €455 +2€5 +
€5 +2¢4 +30) the minimal polynomial of which is p,(x) = (x —5)*(x —3)*(x — 1) = x® —30x7 + 386x5 —2774x + 12132x* —
32890x? + 53550x? — 47250x + 16875 with Cg) = 16875, C;) = —47250, C, = 53550, C5, = —32890, C,, = 12132,
Cay = —2774, Cpy = 386, C;, = =30, and C, = 1.

The MV has three real (r € {1,2,3}) roots, namely, {x;, = 4, = 1,x, = 4, = 3,x;3 = 43 = 5}. Corresponding multiplicities
are m; = 1, and m, = 3 and m; = 4. We need to compute polynomials { Q) , 0),0),05, 0%,0}.03..0, }.

—_— —— ———

m my ms
First, we compute all parts that might enter into recursive formulas up to maximal multiplicity m; = 4. The weighted

derivatives of minimal polynomial are

uD(A) =847 — 2104° + 23164° — 138704* + 485281 — 986704% 4+ 1071004 — 47250,
U@ () =281° — 63047 + 57904* — 277404° + 727924% — 986704 + 53550,
uP(1) =564 — 10504* + 77204% — 277404% + 485284 — 32890,
u®(2) =704* — 105043 + 57904% — 138704 + 12132, 1)
U () =5643 — 6304 + 23164 — 2774,
u®(1) =284% — 2104 + 386,
uP(A) =84 - 30.
Polynomials S® (A, A) are



SO(A, 2) =A7 = 30A® + 386A° — 2774A" + 12132A° + (A — 30A + 386) 4> — 32890A% + (A’ — 30A” + 386A — 2774) *
+ (A* —30A° + 386A% — 2774A + 12132) A° + (A’ — 30A* + 386A° — 2774A% + 12132A — 32890) A*
+ (A® — 30A° + 386A* — 2774A° + 12132A% — 32890A + 53550) 4 + (A — 30)A° + 53550A + A7 — 47250,

SM(A, 1) =A® — 30A° + 386A* — 2774A° + 5 (A> — 30A + 386) A* + 12132A% + 4 (A® — 30A° + 386A — 2774) A’
+3 (A* = 30A7 + 386A% — 2774A + 12132) 4> + 2 (A5 — 30A* + 386A° — 2774A% + 12132A — 32890) 4
+ 6(A — 30)4° — 32890A + 74° + 53550,

SP(A, 2) =A% = 30A* + 386A° + 10 (A* — 30A +386) A° — 2774A% + 6 (A’ — 30A” + 386A — 2774) 4
+3 (A* = 30A° + 386A% — 2774A + 12132) A+ 15(A — 30)A* + 12132A + 214> — 32890,

SO(A, 1) =A* — 30A% + 10 (A* — 30A + 386) A” + 386A% + 4 (A’ — 30A + 386A — 2774) A + 20(A — 30) 4>
—2774A +351* + 12132.

Now for each root let’s compute ng)(A, A) polynomials. Start from the root 4 = 5 the number of which is i = 3 and the
multiplicity is m; = 4 (the largest). One has to compute four polynomials,

03(A,5) =3L2(A -5 A -3 A-1),

0XA.5) = - ﬁ(A — 5)2(A = 3)%(A — 1)(TA — 39),

Ol(A.5) =215 (A= 5)(A =3P (A= 1) (31A> ~ 338A+ 931),

0 L B 3 2 _
QO(A.5) == o (A= 3(A— 1) (I11A> = 1789A% + 9677A - 17599)

The same polynomials for root A = 3, which number is i = 2 and the multiplicity m, = 3 are
3(A,3) =3L2(A -5 A=3PA-1,
05(A,3) =6L4(A -5'A=3)A-1BA-T),

Q2(A.3) == (A= 5)*(A = 1) (1A% — 36A + 49) .

For the first i = 1 root A = 1 with multiplicity m; = 1 we need only

sa ) = A=DHA=3P
QI(A, 1) = 2043 . 22)

This ends up computation of generalized spectral basis. Before going over to exponential, let’s check the identity A =
1 Q?(A, H+ (3 + Qé(A, 3))Qg(A, 3)+ (5 + Qé(A, 5))Q(3)(A, 5). Substitution of all ij into RHS yields

m (=753A' +37946A"° — 874979A" + 12226436A"" — 115570953A0 + 781115526A° — 3889496339A°
+ 14481221176A7 — 40461630635A% + 84287184806A° — 128533325601 A* + 138586998020A°% — 99271453275A2
+41924292826A — 7799675625) , (23)

Substituting initial MV A into latter expression and expanding all geometric/matrix powers one indeed obtains A, which is the
LHS of the identity.

Similar check of identity A2 = 12 Q%(A, 1) + (3 + OL(A.3))°0%(A,3) + (5 + QL(A,5))°0%(A, 5) yields true answer too.
This indicates that generalized spectral basis was computed correctly and we can proceed with computation of MV function
using formula (T6). We only need to compute some derivatives of exponential function. Then, resorting to already described
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procedure we get final answer for MV exponential function,

exp(A) = — %e<(6 - 662) e +6 (e2 + 64) e;+6(1+ e’ — 264) €35 +6 (-1 - 3¢’ + 464) €356 + € (7e2 —6) €34
—6(-1+e*+2e*) €35+ 6 (1 +e”) €350 — See30 + (18e* — 6) ey, + € (6 + 7€”) €456 + (6 — 6€?) €45
—6e” (e — 1) e;5+ 5e’e 5o + (6 — 18e?) )5 + € (7e> — 6) €5 + Se*esy + (18e” — 6) €345 + (6 — 6€7) €345
+6(e?+e*) ey +6(e? — 1) ess + (186> —6) €350 + 6 (1 + ) e, + Seeys + 6 (€2 — 1) €456
+6(—1+e*—2e*) ey — € (6+7ez)e5—6(1+ez+2e4)e6—6(1+3ez+4e4)).

The answer was checked that it satisfies a defining property of MV exponential, Eq. (Z0).

8 | EXAMPLE: DEFECTIVE MV IN C/,, WITH HIGH DEGREE IRREDUCIBLE
POLYNOMIAL

The last example demonstrates that for some inputs even sophisticated computer algebra systems can have problems computing
functions of matrices, where our method handles the cases efficiently and flawlessly. Unfortunately, the computed answers are too
large to be presented explicitly, therefore we will compare results by evaluating timing and complexity of answers by counting
number of leafs of returned symbolic expressions.

Example 3. To illustrate the point, in C/, , algebra we take a non-diagonalizable MV,
"
AT=—l-e;+e;—e)—e;3+e5—€, —€;5+ey— ey —€s+e3—€5+es+€5r +epy +e+esy
€35+ €36 + €146 + €334 — €335 — €336 — €45 — €46 — €56 T €456 ~ €1236 T €1245 — €1246 T €1256 ~ €1345 (24)

— €1346 — €1356 T €1456 — €346 — €2356 T €456 T €3456 T €12345 — €12346 T €12356 -

and compute exp(A). The MV has the following 8 X 8 real matrix representation

0 0 0-2-20 2 -1
024 2 -22 5 2
4 0 0 2 4 -3-26
-2-22 -2-1-40 2
0-22-10 2 -2-2 @5
041 2 -22-40
01 00 2 0-40
-1 0 -2 4 -2 4 —4-2

The respective MV/matrix has minimal polynomial (4—1)? (26 + 104 +394% + 12443 + 5434> — 1981 — 4743). While Math-
ematica version 13.0 in our previous experiments'® has crashed on this input after 48 hours of computation when it exhausted
all 96Gb of server RAM, the version 14.1 succesfully completes the same task on laptop with 16Gb RAM in about 64 seconds.
This is to be compared to 1.5 seconds for the same calculations using our method on the same hardware. The leaf count (mea-
sure of complefity) of the result also differs by orders of magnitude. Leaf count of our result is less that 10 (when converted to
matrix form for comparison), while leaf count of Mathematica function MatrixFunction[ ] outpuis almost 2.5 x 10°. Even
numerical comparison of both matrices up to 100 number digit precision took over 780 seconds (numerical evaluation time of
our output to this precision is negligible, 1/10 second).

9 | CONCLUSIONS AND PERSPECTIVE

The paper provides a recursive method to compute generalized spectral basis of multivectors (MVs) in Clifford geometric
algebra. The method can be easily extended to the square defective (non-diagonalizable) matrices as well. The generalized
spectral basis opens fast and easy way to compute functions of the MVs, matrices and linear operators. The main result of this
paper is presented in Theorem [I] (formulas (I7), (I8) and (19)). Using defective MVs a number of examples with real MV's

14Specialized function MatrixExp[] is slightly slower than MatrixFunction[ ] and returns the same answer.
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are presented that demonstrate how the method works in practice. Also comparison with the classical method is provided. As
far as we know the proposed in the paper recursive method provides exact, simplest, and fastest tool to compute functions of
MYV and matrix as well, since computation of the generalized spectral basis does not require polynomial reduction. At present,
approximate numerical methods are mainly used to evaluate functions of matrix®. However, if exact results are need, even
sophisticated computer algebra systems have problems in computing exact MV/matrix function of quite simple form, if minimal
polynomial includes a high degree (irreducible) polynomial as was demonstrated in Section [§]

Though at the moment we are unable to present a strict proof of Theorem [I] for the most general case, we have no doubts that
our presented recursive method provides better and more preferable way to compute generalized spectral basis and, in its turn,
gives the go-ahead to do calculations with functions of MV/matrix argument. In fact the definition of minimal polynomial of MV
and existence of new recursive sequence itself provides exciting research and application perspective. For example, recently there
were attempts“*?# to define MV rank by singular value decomposition of MV without any reference to matrix representations.
This work suggests that rank of MV can be defined simply as a degree of minimal polynomial rank(A) = deg(u) = Z,;o m; and
computed by Algorithm[I] without any reference to matrix representation as well.

To summarise, we have employed a number of examples using exact numerical MVs/matrices to demonstrate how the method
works. The recursive generalized spectral basis computation procedure can be applied to matrices of general linear group/algebra,
i.e. to matrices without any restrictions or conditions on its elements, and there are plenty problems in physics that require to
find functions of matrices, for which close form solutions would be interesting to know. We hope that the generalized spectral
basis will help to solve some of the mentions problems.
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