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Introduction  

This supplementary material includes two texts and three figures on data gap-filling 
discussed in the manuscript. One text, one figure, and one table provide information on 
alternate classification of seasons, which did not alter our results. One text and one table 
provide information on the changing winter simulation discussed in the discussion of the 
manuscript. Two figures and one table provide additional results referenced in the 
manuscript.  
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Text S1. Dissolved oxygen sensors offset  

 
To calculate metabolism over a near-continuous period from 9 November 2015 to 

28 February 2022, we harmonized data from the InsiteIG and YSI EXO2 DO sondes. 

Since they were deployed at slightly different depths, 1.0 and 1.6 m respectively, and 

underwent different cleaning routines, we corrected the InsiteIG sonde to the YSI EXO2, 

which had a longer time series. We compared the five-month time period when both 

sensors were deployed (29 August 2018 - 31 December 2018) and calculated the 

difference between the two sensors at each timestep (Supplementary Figure S1). The 

mean difference between the sensors was 1.687 mg L-1. Based on this comparison, all 

data from the InsiteIG DO sonde were adjusted using the offset calculation below 

(equation 1), which resulted in a better relationship between the two sondes over the 

comparison period (Supplementary Figure S1). 

 

 𝑒𝑞𝑢𝑎𝑡𝑖𝑜𝑛 1: 𝐷𝑂𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑒𝑑  =  𝐷𝑂𝑟𝑎𝑤  +  1.687 
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Text S2.  Data Gap-Filling  

The metabolism model (Section 2.4) used to calculate R and GPP required 

continuous daily input data, necessitating multiple harmonization and interpolation 

approaches. We used several different modeled data sources to fill gaps in the water 

temperature profile data because high-frequency temperature sensors were not 

deployed from 15 January 2018 – 4 July 2018. From 23 April – 4 July 2018, weekly 

water temperature profiles at the deepest site were available and linearly interpolated to 

a daily timestep. Weekly water temperature profiles were collected with a YSI ProODO 

meter (~ 1 m intervals; YSI Inc., Yellow Springs, OH) and a 4-Hertz Conductivity, 

Temperature, and Depth (CTD) profiler (~0.1 m resolution; SeaBird Electronics, 

Bellevue, WA, USA). YSI measurements of water temperature were taken on ~1 m 

intervals from the surface to the bottom of FCR. The CTD profiler collected water 

temperature measurements at a ~0.1 m resolution from the surface to the bottom of 

FCR. A comparison of interpolated YSI and CTD water temperature to observed water 

temperature (using the NexSens T-Node FR Thermistors) for an overlapping period 

when data were available (6 July 2018 – 16 December 2018) had an RMSE (root mean 

square error) of 0.5°C across depths of 0.1, 5, 8, and 9 m. These depths were chosen 

for the comparison because other YSI and CTD sampling depths did not match modeled 

output depths.  

Few YSI and CTD observations were available between 15 January 2018 – 22 

April 2018. Thus, from January to April 2018, we used hourly modeled water 

temperature output from the General Lake Model (GLM), a process-based hydrodynamic 

model that had been calibrated for FCR in a previous study (Carey et al., 2022). A 

comparison of modeled GLM water temperature to observed water temperature (using 

the NexSens T-Node FR Thermistors) for an overlapping period when data were 

https://www.zotero.org/google-docs/?Rki60E
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available (1 January 2019 – 31 December 2020) across all depths (0.1, 1, 2, 3, 4, 5, 6, 7, 

8, and 9 m) had an RMSE of 1.3° C.  

Finally, there were several gaps in meteorological data from 2016 – 2018 that 

ranged from 16 days to 77 days (66 days in 2016, 77 days in 2017, and 16 days in 

2018). To account for these missing data, we developed linear relationships between 

observed meteorological data and modeled North American Land Data Assimilation 

System-2 (NLDAS-2; Xia et al., 2012) data during November 2015 – December 2019 

(Supplementary Figures S2 and S3). We then calculated wind speed and incoming 

shortwave radiation data to gap-fill the periods with missing local meteorological data 

(Wind speed RMSE = 2.5 m s-1; Shortwave radiation RMSE = 106 W m-2). 
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Text S3. Testing seasonal classifications 

 Given the numerous ways to classify seasons in lakes (e.g., Gray et al., 2020; 

Jane et al., 2023; Pierson et al., 2011; Rabaey et al., 2021), we tested four different 

classifications to confirm that our results were not biased by our definition of a season. 

The four different definitions we tested were: 1) Operational definitions of summer and 

winter (as used in the main manuscript), in which summer was defined as the earliest 

date of stratification onset to the latest of date of stratification breakup observed in our 

dataset, and winter was defined as the earliest date of ice cover to latest date of ice 

cover in our time series; 2) Operational definition of winter and physical definition of 

summer, in which winter was the same as our first definition, but the start and end of 

summer changed each year based on the start and end of thermal stratification defined 

in Section 2.5.2; 3) Physical definitions of summer and winter, in which summer was 

defined as in definition 2, and winter was defined as the first date of ice cover to the last 

day of ice cover in that given year (noting that with this definition there was no winter 

season in 2020); and 4) Traditional definitions of seasons based on the solar equinox 

and solstice (Supplementary Table S1). Together, the exploration of these classifications 

were motivated by numerous other studies using a range of definitions to classify 

seasons (e.g., Ladwig et al., 2021, Pierson et al., 2011; Rabaey et al., 2021). Given 

FCR’s unique ice cover dynamics, consisting of inverse stratification under intermittent 

ice cover, we were interested in understanding how variable ice cover affects 

metabolism, necessitating the need for within-winter comparisons of ice-covered and 

open-water conditions.  

 We tested how these four different classifications altered our results with respect 

to how the inclusion of winter metabolism affects annual metabolism estimates (Figure 

2). We found that changing the seasonal classifications led to minimal differences 

between annual estimates that included or excluded winter. Importantly, regardless of 
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which definition was used, there was no statistically significant difference in NEP among 

seasons (Supplementary Figure S4). 
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Text S4. Exploring the effects of alternate durations of ice on annual metabolism  

Given that there was no significant effect of the inclusion of winter metabolism on 

annual NEP estimates at FCR (Figure 2b), which was likely due to the very short 

duration of ice cover during our six-year study (0 to 35 days of ice per winter), we were 

interested in determining whether a longer ice cover duration at FCR would affect the 

role of winter in annual metabolism estimates. Consequently, we developed simulations 

to test how additional days of ice cover in each winter would affect annual NEP.  

First, we differentiated between ice-covered and ice-free conditions during each 

year of our study. As some years were missing metabolism estimates in non-winter 

seasons (2015, 2016, 2017, 2022), estimates of NEP under ice (2018), and ice 

altogether (2020), we focused on metabolism dynamics in years 2019 and 2021 for this 

exploratory simulation analysis.  

  Second, during the winters of those two years, we converted the daily NEP 

estimates from the observed NEP measured during ice-free winter conditions to the 

mean NEP rates exhibited during ice-covered conditions. We incrementally increased 

the number of days with simulated under-ice conditions in intervals of 1, 5, 10, 20, 40, 

80, and 100 days of ice cover. To limit bias by changing previously missing values to 

under-ice estimates, we gap-filled days with missing NEP data to be the mean NEP 

observed that season (operationally defined as described in the manuscript). 

Third, after generating the simulations with 1, 5, 10, 20, 40, 80, and 100 more 

days of ice in both 2019 and 2021, we then compared how mean estimates of NEP 

across these two years changed across simulations. We used Kruskal-Wallis tests to 

test for significant differences between mean NEP across simulations to determine if 

there was a threshold of additional days of ice-cover that would cause a significant 

change in annual mean NEP estimates. Across the simulations of 1 – 100 more days of 

ice, we did not observe significant changes in annual NEP estimates (Kruskal-Wallis H7 
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= 7.91, p = 0.34; Supplementary Table S4).  
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Figure S1. a) Time series of DO concentration measured with the EXO2 sensor 
(deployed at 1.6 m) and InsiteIG sensor (deployed at 1.0 m) in 2018 before the offset 
was applied. b) Time series of DO from the EXO2 and InsiteIG sensors after correcting 
the InsiteIG data using the equation in Supplementary Text S1.   
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Figure S2. The solid blue line shows the correlation between observed shortwave 
radiation measured at the Falling Creek Reservoir meteorological station (FCR met 
station) and modeled shortwave radiation from the North American Land Data 
Assimilation System-2 (NLDAS-2). The dashed red line represents the 1:1 line of the 
variables. 
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Figure S3. The solid blue line shows the correlation between the observed wind speed 
measured at the Falling Creek Reservoir meteorological station (FCR met station) and 
modeled wind speed from North American Land Data Assimilation System-2 (NLDAS-2). 
The dashed red line represents the 1:1 line of the variables. 
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Figure S4. Boxplots comparing annual median NEP when including daily estimates from 
all seasons vs. when excluding winter, using different seasonal classifications described 
in Supplementary Text S3. Colored points denote different years. T-test text shows 
results from paired T-test comparing means between all seasons and no winter 
groupings.  
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Figure S5. Boxplots comparing GPP, R, and NEP across years. 2015, 2017, and 2022 
were not included since they were missing estimates for multiple seasons.   
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Figure S6. Boxplots of daily NEP, GPP, and R rates for each winter season comparing 
days with ice cover (white) and days without ice cover (blue). 2018 had no NEP 
estimates on days with ice cover. Winter 2020 had no ice-covered days. Wilcoxon tests 
were used to compare between ice covered and ice-free periods and p-values from 
these tests are displayed.  
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Table S1. Starting and ending dates for different seasons following the alternate season classifications described in Supplementary 
Text S1.   

 

Classification  Year range  Start of Winter Start of Spring Start of Summer  Start of Fall 

Operational 
Summer and 
Winter 

20 December – 19 
December 

20 December 23 February 9 March 3 November 

Operation winter 
and physical 
summer  

20 December – 19 
December 

20 December 23 February 
9 March –  
25 March 

14 October –  
3 November  

Physical summer 
and winter  

Start of fall – end 
of summer 

20 December –  
21 January  

9 January –  
23 February  

9 March –  
25 March 

14 October –  
3 November 

Solar  
21 December – 20 
December 

21 December 21 March 21 June 21 September 
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Table S2. Median ± standard deviation (SD), range, and coefficient of variation (CV), for R, GPP, and NEP in each year with 
a full year of metabolism rate estimates.  

 

 
 
 
 

Year 

R GPP NEP 

median ± 
SD 

(mg O2
 L-1 

day-1) 

range 
(mg O2

 

L-1 day-1) 

CV median ± 
SD 

(mg O2
 L-1 

day-1) 

range 
(mg O2

 L-1 
day-1) 

CV median ± SD 
(mg O2

 L-1 day-

1) 

range 
(mg O2

 L-1 day-1) 
CV 

2016 -0.97 ± 3.01 (-16.3) - 
0 

-1.41 0.88 ± 0.71 0 - 3.04 0.73 -0.27 ± 2.96 (-14.13) - 2 -2.57 

2018 -1.14 ± 1.54 (-13.84) 
- 0 

-1.06 0.9 ± 0.93 0.01 - 5.6 0.86 -0.07 ± 1.39 (-13.62) - 1.33 -3.81 

2019 -1.1 ± 1.82 (-12.98) 
- 0 

-1.10 0.95 ± 1.6 0 - 10.06 1.07 0.02 ± 1.06 (-7.38) - 2.16 -6.63 

2020 -1.16 ± 2.37 (-10.95) 
- 0 

-1.11 0.8 ± 1.66 0 - 8.9 1.12 -0.15 ± 1.57 (-9.41) - 3.2 -2.40 

2021 -0.96 ± 1.65 (-13.24) 
- 0 

-1.15 0.89 ± 1.22 0 - 11.13 1.01 0 ± 1.06 (-7.37) - 2.5 -4.60 
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Table S3. Best-fitting (within 2 AICc units of the top model), statistically-significant autoregressive models for daily GPP, R, 
and NEP, listed in descending order. All three models had eight candidate environmental drivers, which were z-transformed 
prior to analysis. GPPt - 1, NEPt - 1, and Rt - 1 are the one-day autoregressive lag terms in each metabolism model. There were 
no statistically-significant models for R and NEP but we retained the base autoregressive models in the table for comparison. 
The environmental drivers were: DOC = dissolved organic carbon, Ē24 = mean light experienced by phytoplankton, NH4 = 
ammonium, NO3 = nitrate, Precip = total daily precipitation, SRP = soluble reactive phosphorus, Temp = water temperature, 
TN = total nitrogen, and TP = total phosphorus.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

Model  Equation AICc R2 p 

GPP  

 

GPP = 0.86 + 0.25(GPPt - 1) + 0.49(TN) + 0.17(Ē24) + 0.23(Temp) 114.5 0.56 < 0.001 

GPP = 1 + 0.29(GPPt - 1) + 0.52(TN) + 0.23(Ē24) 114.7 0.55 < 0.001 

GPP = 1.02 + 0.28(GPPt - 1) + 0.5(TN) + 0.22(Ē24) + 0.1(SRP)  114.7 0.56 < 0.001 

GPP = 1.01 + 0.28(GPPt - 1) + 0.52(TN) + 0.21(Ē24) + 0.12(SRP) - 

0.16(NH4) 

115.8 0.57 < 0.001 

GPP = 0.91 + 0.25(GPPt - 1) + 0.49(TN)  + 0.18(Ē24) + 0.17(Temp) + 

0.07(SRP)  

116.0 0.57 < 0.001 

GPP = 0.87 + 0.24(GPPt - 1) + 0.51(TN) + 0.17(Ē24) + 0.25(Temp)  - 

0.08(Precip) 

116.0 0.57 < 0.001 

 GPP = 1 + 0.3(GPPt - 1) + 0.53(TN) + 0.22(Ē24) - 0.11(NH4) 116.4 0.55 < 0.001 

 GPP = 0.86 + 0.26(GPPt - 1) + 0.51(TN) + 0.17(Ē24) + 0.22(Temp) - 

0.1(NH4) 

116.4 0.57 < 0.001 

 GPP = 1.03 + 0.27(GPPt - 1) + 0.52(TN) + 0.21(Ē24) + 0.11(SRP) - 

0.07(Precip) 

116.4 0.57 < 0.001 

 GPP = 1.02  + 0.28(GPPt - 1) + 0.53(TN) + 0.23(Ē24) - 0.06(Precip) 116.5 0.55 < 0.001 

R R = -0.02(Rt - 1) - 1.5 320.5 0.02 0.58 

NEP NEP = -0.04(NEPt - 1) - 0.23  314.9 0.02 0.55 
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Table S4. Changes in NEP when adding additional days of ice cover (1, 5, 10, 20, 40, 80, and 100 days) to 2019 and 2021 
following methods described in Supplementary Text S4.  

 

 

Year Observed 
NEP 

NEP +1 day NEP +5 day NEP +10 day NEP +20 day NEP +40 day NEP +80 day NEP +100 
day 

2019 -0.16 -0.16 -0.16 -0.16 -0.15 -0.13 -0.18 -0.19 

2021 -0.21 -0.21 -0.21 -0.21 -0.22 -0.18 -0.12 -0.09 


