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Abstract18

Despite its importance for the global cycling of carbon, there are still large gaps in our19

understanding of the processes driving annual and seasonal carbon fluxes in the high-20

latitude Southern Ocean. This is due in part to an historical paucity of observations in21

this remote, turbulent, and seasonally ice-covered region. Here, we use autonomous bio-22

geochemical float data spanning 6 full seasonal cycles and with circumpolar coverage of23

the Southern Ocean, complemented by atmospheric reanalysis, to construct a monthly24

mixed layer budget of dissolved inorganic carbon (DIC). We investigate the processes25

that determine the annual mean and seasonal cycle of DIC fluxes in two different frontal26

zones of the Antarctic Circumpolar Current (ACC)—the Sea Ice Zone (SIZ) and Antarc-27

tic Southern Zone (ASZ). We find that, annually, mixing with carbon-rich waters at the28

base of the mixed layer supplies DIC which is then, in the ASZ, either used for net bi-29

ological production or outgassed to the atmosphere. In contrast, in the SIZ, where car-30

bon outgassing and the biological pump are weaker, the surplus of DIC is instead ad-31

vected northward to the ASZ. In other words, carbon outgassing in the southern ACC,32

which has been attributed to remineralized carbon from deep water upwelled in the ACC,33

is also due to the wind-driven transport of DIC from the SIZ. These results stem from34

the first observation-based carbon budget of the circumpolar Southern Ocean and thus35

provide a useful benchmark to evaluate climate models, which have significant biases in36

this region.37

Plain Language Summary38

The ocean surrounding the frozen continent of Antarctica plays an important role39

in the global cycling of carbon and is important for the climate of our planet. Despite40

it’s importance, there are gaps in our knowledge due to the difficulties involved in col-41

lecting data from a remote, seasonally ice-covered ocean. In this study, we use year-round42

data collected by autonomous instruments that can even measure under sea ice. We build43

a budget of carbon in the surface layer of the ocean, quantifying the different sources and44

sinks of inorganic carbon. We find that carbon mostly enters the surface layer through45

mixing with carbon-rich waters below. In the more stormy, northern part of our study46

area, this carbon is then either consumed by photosynthesis in the ocean or it is trans-47

ferred to the atmosphere. In the southernmost region, biological activity and gas trans-48

fer at the ocean-atmosphere interface is hindered by the presence of sea ice and the sur-49

plus of carbon is instead transferred north by wind-driven circulation. Our results show50

that year-round measurements of carbon are necessary to understand carbon cycling in51

the region and we provide a useful product to compare to global simulations of the Earth52

system.53

1 Introduction54

The Southern Ocean plays a significant role in the global carbon cycle. Around 40%55

of oceanic uptake of anthropogenic carbon dioxide (CO2) occurs in the waters south of56

35◦S (DeVries, 2014). Ekman divergence driven by strong westerly winds leads to a su-57

perposition of upwelling and downwelling of natural and anthropogenic carbon, respec-58

tively. Consequently, the Southern Ocean is a strong CO2 sink between 35-55◦S, although59

the picture is not as clear at higher latitudes (Gruber et al., 2019). Historically, obser-60

vations from this remote region have been strongly biased towards summer and limited61

spatially, particularly in the seasonally ice-covered areas. Data from autonomous bio-62

geochemical floats deployed by the Southern Ocean Carbon and Climate Observations63

and Modeling (SOCCOM) project showed a stronger wintertime outgassing of carbon64

dioxide at high latitudes than expected, leading to a low Southern Ocean annual mean65

carbon uptake (Gray et al., 2018; Bushinsky et al., 2019). However, another recent study66
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based on airborne measurements found strong Southern Ocean annual mean carbon up-67

take (Long et al., 2021).68

Air-sea carbon fluxes are computed from the difference in CO2 partial pressure (pCO2)69

between the atmosphere and the ocean multiplied by a gas transfer velocity and the sol-70

ubility of CO2 in the ocean (Gruber et al., 2019; Gray et al., 2018). Since these last two71

parameters are strictly positive, the sign of the air-sea flux depends solely on the air-sea72

gradient in pCO2. Spatio-temporal variability in atmospheric CO2 is small compared to73

surface ocean pCO2 (Takahashi et al., 1997). Therefore, oceanic pCO2 primarily deter-74

mines seasonal and regional variations in air-sea carbon fluxes (Takahashi et al., 2002).75

The dominant mode of variability for both surface ocean pCO2 and air-sea carbon76

flux is the seasonal cycle (Gruber et al., 2019). Seasonal changes in ocean pCO2 can be77

separated into thermal and non-thermal components using the well-known thermal sen-78

sitivity of pCO2 (Takahashi et al., 1993). The thermal component is in phase with sea-79

sonal temperature changes. Colder waters have a higher dissolved carbon solubility lead-80

ing to smaller pCO2 for the same amount of dissolved carbon dioxide. The non-thermal81

component is dominated by changes in dissolved inorganic carbon (DIC), and thus peaks82

in winter due to respiration and entrainment of subsurface carbon (Takahashi et al., 2002).83

South of the Sub-Antarctic front, pCO2 seasonality is driven primarily by the non-thermal84

component (Gruber et al., 2019; Prend et al., 2022). Therefore, surface DIC variability85

is central to understanding high-latitude Southern Ocean air-sea carbon fluxes. Further-86

more, it is useful to quantify the processes that alter mixed-layer DIC concentration in87

order to understand air-sea carbon flux variations. A range of tracer budgets have been88

used for this purpose across diverse space and time scales.89

As the necessary data is more readily available, there have been numerous DIC bud-90

gets constructed from model output, including from coupled models (Levy et al., 2013;91

Dufour et al., 2013; Hauck et al., 2013), idealized models (Bronselaer et al., 2018) and92

data-assimilating models (Carroll et al., 2022; DeVries, 2014; Rosso et al., 2017). How-93

ever, these model-based budgets often average the entire ocean south of a given latitude94

(usually 44◦S) and are computed over a fixed depth. These modelling studies show that95

both biological and physical processes drive DIC variations, but no clear quantitative96

agreement has been reached about the leading order terms. In our study region, a small97

number of observation-based DIC budgets have been constructed using mooring data (Yang98

et al., 2021), shipboard sections (Brown et al., 2015; Jouandet et al., 2008; McNeil & Tilbrook,99

2009), autonomous float data (Williams et al., 2018) or a combination of methods (Shadwick100

et al., 2015; Merlivat et al., 2015). However, the limited number of studies, as well as101

the different characteristics of the budgets constructed, preclude any specific conclusions102

aside from the strong seasonality in the processes driving mixed layer DIC variations.103

Furthermore, no previous study has provided a large-scale view of Southern Ocean DIC104

fluxes based on year-round and circumpolar observations.105

Recognizing the paucity of year-round biogeochemical data in the Southern Ocean,106

the SOCCOM project began deploying sea ice-enabled autonomous biogeochemical pro-107

filing floats in 2014. Since then, a new database has been growing that can be used to108

shed light on the carbon cycle in this hard-to-reach environment. In this study, we build109

a monthly mixed layer DIC budget using SOCCOM float data, complemented with at-110

mospheric reanalysis. This framework allows us to investigate the processes that deter-111

mine the seasonal cycle of carbon fluxes in different regions; namely, the Sea Ice Zone112

(SIZ) and Antarctic Southern Zone (ASZ), which are delimited by well-known South-113

ern Ocean fronts (Fig. 1 a)). Section 2 covers the datasets used in this study. Section114

3 elaborates on the budget framework, Section 4 presents the results on both annual and115

seasonal scales, and Section 5 discusses the implications of our results.116
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2 Datasets117

2.1 Float Data118

In this study, we use in situ data from the December 2020 snapshot of the SOC-119

COM Project dataset (doi.org/10.6075/J0B27ST5). This snapshot covers the period from120

January 2014 to December 22, 2020 and contains data from 201 autonomous biogeochem-121

ical profiling floats. SOCCOM floats measure temperature (T), pressure (P) and salin-122

ity (S) over the top 2000 m of the water column, every 10 days, similar to a typical Argo123

float. However, they also carry sensors for dissolved oxygen (O2), nitrate, pH, chloro-124

phyll fluorescence, and optical backscatter. Floats sample unevenly in the vertical, so125

all profiles are linearly interpolated onto a regular depth axis with 5 m resolution in the126

upper 500 m, 10 m resolution from 500-1000 m, 50 m resolution from 1000-1500 m, and127

100 m resolution from 1500-2000 m. We only consider profiles with good pH data (i.e.128

where DIC content can be estimated), which leaves us with 7029 profiles from 132 floats,129

reasonably well spatially distributed in the Southern Ocean (Fig. 1). We separate pro-130

files according to the month and the frontal zone (see section 3.2) and obtain about 100131

profiles per category (Fig. 1 b)). We download a delayed-mode quality-controlled snap-132

shot of the SOCCOM data (Maurer et al., 2021) and keep only the data flagged “Good”133

except for latitude and longitude, where we additionally keep under-ice data labeled “Ques-134

tionable.”135

2.2 Other Data136

Monthly composites of the ERA5 reanalysis product, covering the period of Jan-137

uary 2014 to December 2020, are used to create seasonal cycles of eastward and north-138

ward wind stress, sea ice fraction, and evaporation and total precipitation rate (Hersbach139

et al., 2020). Monthly fields from the Roemmich-Gilson Argo Climatology (RGAC) for140

the period of January 2014 to December 2020 are used to compute an average monthly141

climatology of potential temperature (Roemmich & Gilson, 2009). A gridded product142

of geostrophic velocity updated from Gray and Riser (2014) with improved mapping and143

additional data points is used in the geostrophic transport calculations (see section 3.3.3).144

Finally, we use the bathymetry from the ETOPO1 Global Relief Model (Amante & Eakins,145

2009).146

3 Budget Framework and Analysis Methods147

We create monthly mixed layer budgets of carbon and oxygen based on a box model148

framework. Boxes are defined by concentric circular fronts of the ACC and the maxi-149

mum sea ice extent, so that averaging over a region is roughly equivalent to applying a150

zonal average. Consequently, horizontal fluxes of carbon and oxygen need only be de-151

fined at the box’s northern and southern edges (Fig. 1 a)). Available float data are se-152

lected for a particular box (i.e. frontal region) and then averaged for each month, com-153

bining all available years to get a climatological seasonal cycle for each frontal zone. We154

derive the mixed layer budget equation by volume integrating the tracer conservation155

equation for an arbitrary tracer, X, in this case DIC or O2. The volume of the box can156

be converted to the product of the mixed layer depth (h) by the ocean surface area (A)157

of the box.158 ∫
A

∫ 0

−h(t)

[
∂(ρ[X])

∂t
+ u⃗ · ∇(ρ[X]) = fair−sea + κz

∂2(ρ[X])

∂z2

]
dzdA (1)159

After solving and applying the appropriate assumptions, we obtain the final form of the160

budget equation (see Section 3.3 and Supplementary Information for details).161

∂(ρ[X]h)

∂t
= ρ[X]

∣∣
−h

dh

dt
− 1

A

[
(ρ[X]Vek)

∣∣
N
− (ρ[X]Vek)

∣∣
S
+ (ρ[X]Vgeo)

∣∣
N
− (ρ[X]Vgeo)

∣∣
S

]
+162

163
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Figure 1. a)Location of available float profiles with good pH data (i.e. where DIC can be

estimated), colored by frontal region. b) Number of profiles available for analysis per month and

per frontal region (ASZ: Antarctic Southern Zone, SIZ: Sea Ice Zone).
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wρ[X]
∣∣
−h

+ Fair−sea − κ∂(ρ[X])
∂z

∣∣∣∣
−h

+ Fbio(2)164

In this form, we have canceled out the ocean surface area of the frontal region. How-165

ever, multiplying any term by this area will return units of mol time-1, which properly166

reflects the fact that our budget tracks the total quantity of DIC in the mixed layer over167

time. Each term of Eq. 2 represents a different process that can cause an increase or de-168

crease in tracer mixed layer molar concentration (mol m-3). Eq. 2 can be expressed in169

terms of the different fluxes at play, namely170

TEND = Fentrain + Fhoriz−adv + Fvert−adv + Fair−sea + Fmixing + Fbio (3)

In Section 3.3, we give a detailed overview of each term and its derivation.171

3.1 Initial Processing of the Float Data172

We follow the method used by the SOCCOM project to determine DIC from the173

float data (Johnson et al., 2017; Wanninkhof et al., 2016). We estimate total alkalinity174

(TA) by using float-derived T, S, and O2 as inputs to the LIAR algorithm (Carter et al.,175

2018). To estimate DIC, we use the CO2 System Calculator for Python (PyCO2SYS)176

which requires two carbonate system parameters, TA and in situ pH, as well as measured177

T, S, and P (Humphreys et al., 2021). We also provide total silicate and total phosphate178

concentrations estimated using stochiometric ratios of float-derived nitrate concentra-179

tion. We use the equilibrium constant parameterizations of Lueker et al. (2000) to model180

carbonic acid dissociation, Dickson (1990) for bisulfate ion dissociation, Perez and Fraga181

(1987) for hydrogen fluoride dissociation, and Lee et al. (2010) for the boron:salinity re-182

lationship to estimate total borate.183

We take the quality-controlled float data and average the relevant quantities in the184

mixed layer. To estimate the mixed layer depth (MLD), we find the absolute salinity and185

the conservative temperature using the Gibbs Sea-Water Oceanographic Toolbox for Python186

(McDougall & Barker, 2011). From those, we estimate the in-situ density (ρ) and the187

potential density anomaly with reference pressure of 0. We then interpolate the poten-188

tial density anomaly to 0.01 dbar increments and use a density variation threshold of 0.03189

kg m-3 from a reference pressure of 10 dbar from the surface to identify an approximate190

pressure for the base of the mixed layer (de Boyer Montégut et al., 2004; Holte & Tal-191

ley, 2009). Using this mixed layer pressure (MLP) and selecting profiles which have at192

least one value in the top 30 dbar and at least 2 values in the top 1000 dbar, we fit a curve193

using a pchip interpolator and find the average concentration in the mixed layer. This194

averaging is executed for the biogeochemical tracers’ molality (concentration of tracer195

in mol kg-1 of seawater) multiplied by ρ to obtain the average mixed layer molar con-196

centration of each variable (mol m-3, called concentration for the remainder of this study).197

We also find the vertical gradient below the mixed layer by fitting a straight line through198

the data between the MLP and 20 dbar deeper, finding its slope and converting to depth199

units by multiplying by −gρ10−4. We then average the float data monthly and by frontal200

region, multiplying by h beforehand as the budget equation requires.201

3.2 Frontal Regions202

To sort profiles by frontal zone, we compute the position of the fronts at monthly203

resolution by applying the well-known Orsi et al. (1995) criteria to the RGAC monthly204

climatology of potential temperature (Fig. S1). More specifically, we use the 2◦C con-205

tour at the minimum potential temperature of the top 200 m for the Polar Front (PF)206

and the 15% sea ice concentration contour in September for the Sea Ice Front (SIF). For207

the frontal zones that include coastal waters, we define the area of the zone where wa-208

ters are at least 1000 m deep. From these two fronts, we define 2 zones, shaped like con-209

centric circles around the continent of Antarctica (Fig.1 a)). The sea ice zone (SIZ) is210
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defined as the region south of the SIF. The Antarctic Southern zone (ASZ) can be found211

north of the SIF and south of the PF. This is similar to a number of previous papers (Gray212

et al., 2018; Bushinsky et al., 2019).213

3.3 Budget Terms214

The following section will provide details about the different terms of the mixed215

layer budget and their derivation.216

3.3.1 Tendency and Entrainment Flux217

The left-hand side, or tendency (TEND), of Eq. 2 corresponds to the time rate of218

change of the tracer concentration (mol m-3) in the box. The entrainment flux is due to219

the process by which the base of the mixed layer deepens or shoals. During mixed layer220

deepening, water below the mixed layer is integrated into the surface layer leading to mixed221

layer volume and tracer content increasing, proportionally to the amount of tracer in the222

waters just below the base of the mixed layer. During mixed layer shoaling, mixed layer223

volume decreases and so does the amount of tracer in the mixed layer, proportionally224

to the mixed layer concentration. Both the TEND and Fentrain can be estimated from225

float-derived molality, h and ρ, using a centered difference calculation. Integrating the226

first component of Eq. 1 over a time-varying h(t) produces two terms, the tendency term227

(the rate of change of the total tracer amount) and the entrainment term (proportional228

to the rate of change of the MLD) (see Supplementary Information for details). The ten-229

dency term is given by230

TEND =
∂(ρ[X]h)

∂t
(4)

and the entrainment term is expressed as231

Fentrain = ρ−h[X]−h
dh

dt
if

dh

dt
> 0 (5)

232

Fentrain = ρ[X]
dh

dt
if

dh

dt
< 0 (6)

both terms having been divided by the area to be consistent with Eq. 3.233

It is important to note that the subtraction of the entrainment flux from the ten-234

dency is equivalent to the rate of change of the concentration multiplied by the mixed235

layer depth. This will be used in the presentation of the results.236

∂(ρ[X]h)

∂t
− (ρ[X])−h

dh

dt
= h

∂(ρ[X])

∂t
(7)

3.3.2 Air-Sea Flux237

We estimate the air-sea fluxes of carbon using the method from Gray et al. (2018).238

Using float-measured pH and a float-based estimate of alkalinity, we compute pCO2 at239

the surface of the ocean. Then using ground-based atmospheric CO2 measurements, the240

air-sea flux of carbon can be estimated using the following equation, where kg is the gas241

transfer velocity and k0 is the solubility of CO2:242

fair−sea = kgk0(pCO
ocn
2 − pCOatm

2 ). (8)

Because carbon dioxide is highly soluble in seawater, we do not need to account for the243

effect of bubble fluxes.244

We estimate the oxygen air-sea fluxes following Bushinsky et al. (2017) (updated245

to March 2020). Contrarily to carbon, the residence time in the mixed layer of oxygen246

is much faster (on the order of 2 weeks depending on the MLD), and bubble fluxes must247
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be taken into account. The total air-sea flux is thus made up of three components: Fs248

is the diffusive component, Fc accounts for small bubbles that collapse while under wa-249

ter, and Fp accounts for big bubbles that partly escape the water column. β is the tun-250

ing parameter.251

fair−sea = Fs + βFc + βFp (9)

To obtain the form of Fair−sea that is consistent with Eq. 3, we compute the air-sea flux252

at high frequency (6-hourly) and then find the average air-sea flux of tracer per meter253

squared (mol m-2 day-1) for each frontal region.254

3.3.3 Advective Flux255

The advective fluxes originate from the second term of Eq. 1, which we separate256

into a horizontal and a vertical component. We consider the horizontal advection cross-257

ing the frontal boundaries at the northern and southern edges of the box only. In the258

Southern Ocean, cross-front (largely meridional) advection at the surface is mostly due259

to Ekman transport, which is northward due to the strong westerly winds. Additional260

contributions to the cross-front advection come from the geostrophic flow, which can be261

decomposed into low-frequency (mean and seasonal cycle) and high-frequency (eddying)262

components. In the context of this work, we neglect the cross-front advection due to ed-263

dies because it has been shown to be more than 50% smaller than the time mean com-264

ponent in the Ekman layer (Dufour et al., 2015). Defining Vek and Vgeo as the Ekman265

and geostrophic mass transports, the final form of the horizontal advection term equa-266

tion, as consistent with Eq. 3, becomes267

Fhoriz−adv = − 1

A

[
(ρ[X]Vek)

∣∣
N
− (ρ[X]Vek)

∣∣
S
+ (ρ[X]Vgeo)

∣∣
N
− (ρ[X]Vgeo)

∣∣
S

]
(10)

(see Supplementary Information for details). Here, ρ[X]
∣∣
N

(ρ[X]
∣∣
S
) corresponds268

to the tracer concentration of the source water of the horizontal advection at the north-269

ern (southern) boundary. This will change depending on the direction of mass flux (north-270

ward or southward). For example, Ekman transport in this region is northward. Con-271

sequently, we multiply the Ekman mass transport at the northern (southern) boundary272

of the zone by the concentration of tracer in (just South of) the frontal region (Fig. S4).273

We can compute the Ekman mass transport (Vek) using ERA5 wind stress data.274

We take the monthly averaged wind stress and interpolate the data to each (latitude,275

longitude) points defining the frontal boundaries. Using both the zonal and the merid-276

ional wind stress, we compute the component of the wind stress parallel to each front277

segment, defined by two (latitude, longitude) points. Taking the along-front wind stress,278

we convert it to the depth integrated Ekman velocity across the front using the Cori-279

olis equation (Eq. S10). Integrating further zonally around the front, we obtain the Ek-280

man transport across the frontal boundary (m3 time-1).281

The geostrophic mass transport is computed using an updated version of the geostrophic282

velocity product from (Gray & Riser, 2014). Similarly to the process for Ekman trans-283

port, the data is interpolated to front locations and the across-front geostrophic veloc-284

ity is identified at each segment of the frontal boundaries. This geostrophic velocity is285

then integrated zonally along the frontal boundary before being integrated further in depth286

to the mixed layer depth of the zone being considered.287

The vertical advection at the base of the mixed layer depends on the vertical ve-288

locity at the base of the mixed layer (w−h) as well as on the concentration of tracer (ρ[X]
∣∣
−h

)289

in the downwelled or upwelled waters depending on the sign of w−h.290

Fvert−adv = (wρ[X])
∣∣
−h

(11)

Vertical velocity is more challenging to determine from satellite products as it is com-291

paratively small. We use a mixed layer mass budget to determine the monthly-mean ver-292
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tical velocity averaged across each zone. The equation for the mixed layer mass budget293

is determined by integrating the advection-diffusion equation for density over the mixed294

layer volume in a process similar to the derivation for the tracer conservation equation.295

The resulting equation has many of the same terms as the biogeochemical budget equa-296

tion.297

d(Aρh)

dt
= Fentrain + Fsurface + Fhoriz−adv + Fvert−adv (12)

The rate of change with time of the mass of water in the mixed layer as well as the en-298

trainment flux of water can both be determined from float-derived data following Eq. 7299

applied to the density (kg m-3) instead of the concentration of tracer (mol m-3). Sim-300

ilarly, the horizontal mass advection can be determined following Eq. 10. We use ERA5301

precipitation, evaporation, and sea ice concentration data to estimate surface fluxes of302

mass (Fsurface). For the sea ice contribution, we take the centered difference of the sea303

ice area combined with an estimated seasonal sea ice thickness (Li et al., 2018) to find304

the rate of change with time of the sea ice volume for each month. Since the mass bud-305

get doesn’t have biological fluxes or fluxes due to mixing, there is only one unknown, w−h,306

which we solve for (Fig.S3).307

3.3.4 Mixing Flux308

Vertical mixing represents multiple processes involving the gradient of tracer con-309

centration between the mixed layer and the waters underlying it. It differs from verti-310

cal advection because there is no exchange of mass. It is typically parameterized in terms311

of a vertical eddy diffusivity (κz), which ideally is tuned to observations. The mixing flux312

term corresponds to the last term of Eq. 1,313

Fmixing = −κz
∂(ρ[X])

∂z

∣∣∣∣
−h

(13)

(see Supplementary Information for details). There are very few observations of the ver-314

tical eddy diffusivity in the Southern Ocean and few observations at the base of the mixed315

layer. Law et al. (2003) estimate that the mean effective vertical diffusivity is less than316

0.3×10−4 m2 s-1 in the Antarctic Circumpolar Current (ACC) region (61◦S 140◦E) us-317

ing a tracer dispersion experiment. Cronin et al. (2015) used data from moorings, satel-318

lites, and Argo floats to construct mixed layer budgets of heat and salt and estimate the319

residual diffusive flux of heat or salt across the base of the mixed layer. This residual flux320

implies a vertical eddy diffusivity of 1 to 3×10−4 m2 s-1 in summer and spring for an321

open ocean location in the Northeast Pacific subpolar gyre. Please refer to section 3.4322

for details on how we estimate this parameter for the budgets presented here.323

3.3.5 Biological Flux324

The net contribution of all biological activity to changes in the concentration of325

tracer in the mixed layer of each zone is represented by the biological flux term (Fbio).326

Also included in this quantity are any non-explicitly represented physical processes. In327

the following section, we detail the method used to estimate both this term and the un-328

known eddy diffusivity parameter necessary for the mixing flux.329

3.4 Optimization of the Coupled DIC and O2 Budgets330

To find the few parameters that cannot be easily estimated from float or reanal-331

ysis data, we define, for each frontal region, a system of 24 non-linear coupled equations332

(the monthly equations for the DIC and O2 budgets) with 14 unknowns, where YX rep-333

resents all terms that can be estimated from float or reanalysis data.334

YDIC = −κz
∂ρ[C]

dz

∣∣∣∣
−h

+ Fbiology−DIC (14)
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335

YO2
= −κz

∂ρ[O2]

dz

∣∣∣∣
−h

+RO2/CFbiology−DIC (15)

We assume a single value of eddy diffusivity (κz) for all months in a frontal region. We336

use the respiration quotient (RO2
) to link the biological flux of DIC and O2 and assume337

that this ratio doesn’t change from month to month in a particular zone. This leaves us338

with 12 monthly carbon biological fluxes, one value of κz and one value of RO2 as the339

unknowns for each region. Using our system of equations, we construct a cost function340

that we minimize to determine the missing parameters. We use the Trust Region Re-341

flective algorithm as part of a non-linear problem solver, to which we provide a Jacobian,342

to find a local minimum of our cost function (Branch et al., 1999).343

3.5 Uncertainty estimation344

Unlike model budgets which can be closed exactly, our budget framework is based345

on several observational products, which each have their own uncertainties. Furthermore,346

we have used an optimization method to find the value of some parameters. As such, the347

budget has a non-zero residual (Fig.S8 and S9). The residual is small compared to the348

other monthly carbon fluxes (about 5% (7%) of the average value of the flux for each349

month for the ASZ (SIZ)), which gives us more confidence in our results. We also esti-350

mate an uncertainty for each monthly budget term.351

To estimate the uncertainty associated with the results of the mixed layer budgets,352

we use a Monte Carlo simulation with 1500 iterations. The uncertainty and degree of353

correlation of each data variable used in the simulation can be found in Table A1. The354

uncertainty associated with each budget result is set to one standard deviation of the355

mean of the 1500 simulations. We use a uniform distribution for the error in T,S,P and356

a normal distribution for all other variables. To estimate the uncertainty on the monthly357

composite of wind stress from ERA5, we interpolate the x- and y-direction wind stress358

at each front location for each ensemble member available from ERA5. We set the un-359

certainty as one standard deviation from the mean of the ensemble members. Similarly360

for the sea ice fraction from ERA5, we set the uncertainty of the change in sea ice frac-361

tion over a month as one standard deviation from the mean of the ensemble members.362

We use the uncertainty estimates provided by the LIAR algorithm for the uncertainty363

in TA (Carter et al., 2018). We set the uncertainty of the geostrophic velocity interpo-364

lated at each (latitude, longitude) location of the fronts to be 20% of the velocity, which365

is a conservative estimate based on the methodology (Gray & Riser, 2014).366

Among the 1500 iterations of the Monte Carlo simulation, 8% (25%) of the eddy367

diffusivities (or κz) identified by the optimization scheme is negative for the ASZ (SIZ).368

This indicates up-gradient eddy diffusion of carbon which is not expected. However, when369

taking all iterations together, the averaged value of κz does converge to a positive value370

of the expected magnitude, as is also the case when running the budget with no uncer-371

tainty added. The presence of negative values of eddy diffusivity points toward the fact372

that this system is physically fragile and may flip to a different, maybe non physically373

realistic, state easily. This fragility probably originates from the identification of the MLD,374

which is sensitive to the addition of uncertainties to the temperature and salinity pro-375

files.376

The budget framework assumes that the biological processes taking up or releas-377

ing DIC in the mixed layer are only photosynthesis and respiration. However, formation378

and dissolution of calcium carbonate by certain phytoplankton species also changes the379

mixed layer DIC and alkalinity content while not influencing the oxygen content (Krumhardt380

et al., 2020). This process is not accounted for in our budget, which is a reasonable as-381

sumption for the ASZ and SIZ where there is low abundance of calcifying organisms (Balch382

et al., 2016).383
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In this study, DIC concentration is calculated from in situ pH and empirically-estimated384

alkalinity. Most of the uncertainty in the DIC concentration arises from the uncertainty385

in TA provided by the LIAR algorithm, which is defined for each depth and latitude-longitude386

position. We then propagate this uncertainty through the Monte-Carlo simulation, as-387

suming that the uncertainty is random to avoid introducing spurious variability in our388

results. We should note, however, that the TA uncertainty may be correlated in time,389

at least seasonally. Testing the algorithm against seasonally resolved measurements would390

be required to determine how much of the uncertainty is correlated in time. As such, the391

uncertainty on the DIC fluxes may be underestimated here.392

4 Results393

4.1 Drivers of the annual-mean mixed layer carbon budget394

We first consider the drivers of the annually integrated air-sea flux of carbon in the395

high-latitude Southern Ocean (Fig. 2 b)). Note that the tendency term of Eq. 3 integrates396

to 0 by definition and does not appear in the annually integrated results. We find a net397

outgassing of carbon in both zones. In the ASZ, the outgassed carbon enters the mixed398

layer by eddy-driven mixing with carbon-rich waters from the interior. This DIC is then399

either consumed by net community production or outgassed to the atmosphere. The mag-400

nitudes of the annual advective and entrainment fluxes are small. In the SIZ, the annual401

fluxes of DIC are of smaller magnitude in general than those in the ASZ. Similarly to402

the more northerly region, the annually-averaged contribution from the entrainment flux403

is small, and DIC principally enters the mixed layer due to a mixing flux from below.404

However, since the outgassing signal is weak and the annual biological flux adds DIC to405

the mixed layer (due to net community respiration), the surplus of carbon is carried north406

to the ASZ by net Ekman transport.407

If the supply of DIC from the SIZ was decreased, the Ekman transport leaving the408

ASZ at the northern front would overwhelm the vertical advection of DIC into the mixed409

layer (Fig. 2 a)). Thus, the Ekman flux of DIC from the SIZ supports an outgassing sig-410

nal in the ASZ by making the total advective flux in the ASZ a small source of carbon411

and not a sink. Since the magnitude of the individual advective fluxes is so much greater412

than the net DIC advection (Fig. 2 a)), changes in the transport at the southern front413

may be critical in determining the net air-sea flux of carbon dioxide in this region.414

4.2 Seasonally-varying fluxes of carbon in the mixed layer415

The monthly-averaged fluxes reveal similar seasonal patterns in air-sea carbon flux416

across both high-latitude regions, with carbon uptake by the ocean in summer partly op-417

posing carbon outgassing during the rest of the year (Fig. 3 and 4). In the ASZ, the418

air-sea flux is stronger and peaks at the end of winter (September), while in the SIZ car-419

bon outgassing is strongly modulated by sea ice concentration and peaks in May (Butterworth420

& Miller, 2016).421

We find that the seasonal variations in carbon air-sea flux lag one to two months422

behind the contribution from the term obtained by subtracting the entrainment from423

the tendency term (TEND-Fentrain, Fig.3 and 4). This relationship is confirmed by a424

strong anticorrelation of -0.93 (-0.83) or -0.88 (-0.87) at one or two months lag for the425

ASZ (SIZ). The TEND-Fentrain term is equivalent to the time rate of change of the mixed426

layer concentration multiplied by the mixed layer depth (see Eq. 7). Both the TEND and427

Fentrain are two orders of magnitude larger than the other fluxes (not shown). However,428

their net effect is much smaller and comparable to the other processes that change the429

mixed layer DIC. Since the seasonal cycle in mixed layer depth is only weakly correlated430

to the seasonal cycle in TEND-Fentrain (0.39 and 0.45 for the ASZ and SIZ respectively,431

Fig.S2), we interpret seasonal variations in TEND-Fentrain to be caused by variations432
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a)

SIZ

ASZ

Annually Integrated DIC Advective Flux (mol C*m-2yr-1) 

b)

Figure 2. a) Annually integrated advective fluxes of DIC which add up to Fadv (uncertainty

is not shown because error bars are too small). b) Annually integrated fluxes of DIC and their

uncertainty indicated by the gray bars. Negative values indicate that DIC is being removed from

the mixed layer of the zone in question (Fentrain: Entrainment flux, Fair−sea: Air-sea flux, Fadv:

Advective flux, Fmix: Mixing flux, Fbio: Biological flux) (ASZ: Antarctic Southern Zone, SIZ: Sea

Ice Zone)
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Figure 3. Monthly averaged fluxes of DIC to and from the ASZ mixed layer. a) DIC fluxes

are presented with their uncertainty of one standard deviation. b) The components of the advec-

tive flux are presented: the flux of DIC due to Ekman advection (FEkm), geostrophic advection

(Fgeos), vertical advection (Fvert), as well as the net advective flux of DIC (Fadv). Uncertainty

on the components of the advective flux is very small. Negative (positive) fluxes remove (add)

carbon from (to) the mixed layer.
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Figure 4. Monthly averaged fluxes of DIC to and from the SIZ mixed layer. a) DIC fluxes

are presented with their uncertainty of one standard deviation. b) The components of the advec-

tive flux are presented: the flux of DIC due to Ekman advection (FEkm), geostrophic advection

(Fgeos), vertical advection (Fvert), as well as the net advective flux of DIC (Fadv). Uncertainty

on the components of the advective flux is very small. Negative (positive) fluxes remove (add)

carbon from (to) the mixed layer.
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in the rate of change of mixed layer DIC concentration. Periods of carbon outgassing (up-433

take) tend to follow periods of concentration increase (decrease) by about one month,434

suggesting that changes in mixed layer DIC concentration are driving the air-sea fluxes435

of carbon in the frontal regions under study (Gruber et al., 2019). To support the link436

between carbon air-sea fluxes and surface DIC concentration, we examine the drivers of437

pCO2 seasonal variability by computing pCO2 in pyCO2SYS while varying only one vari-438

able at a time. We find that in the high-latitude Southern Ocean, nearly all variability439

is due to seasonal changes in pH and thus to changes in DIC (Fig. S17).440

Seasonal variations in the mixed layer DIC concentration change are driven chiefly441

by changes in the biological flux term in both zones (Fig. 3 and 4), as confirmed by a442

strong correlation of 0.97 and 0.95 at no lag for the ASZ and SIZ, respectively. Biolog-443

ical activity adds carbon to the mixed layer when DIC concentration is increasing, prob-444

ably due to net respiration, and the biological flux removes carbon from the mixed layer445

during the spring and summer phytoplankton bloom. The strength of this bloom is greater446

in the ASZ, as can be seen by the strong drop in the biological flux between September447

and November. In the SIZ, the seasonal cycle of the advective flux (Fig. 4) is just as im-448

portant as variations in the biological flux in driving changes in mixed layer DIC con-449

centration (correlation of 0.96 at no lag).450

The net advective flux is the sum of the Ekman, vertical and geostrophic compo-451

nents (Fig. S6). We assume that the contribution from eddy-driven advection is small452

in the mixed layer for the timescales considered here. The individual advective compo-453

nents dominate over the other DIC fluxes (Fig. S13 and S14), but the Ekman and ver-454

tical components largely compensate so that the net advection is of smaller magnitude.455

We find a net positive advective flux of DIC in fall and winter, indicating a dominance456

of vertical advection over the net meridional advection, while the opposite occurs in sum-457

mer and spring. In the ASZ, the magnitude of the advective flux is much smaller than458

the biological flux (Fig. 3), though we do observe a sign reversal similar to the SIZ, from459

net positive flux in winter to net negative flux in summer. In both zones, the flux of DIC460

from diffusive mixing with carbon-rich waters at the mixed layer base always acts to bring461

DIC into the mixed layer (Fig. 3 and 4). In the ASZ, the mixing flux acts to bring more462

DIC into the mixed layer than the biological flux during the fall period of DIC concen-463

tration increase. However, in both regions, the seasonal variations of the mixing flux are464

not strongly correlated with the change in DIC concentration.465

In both zones, seasonal variations in the net advective flux of DIC can be attributed466

to a combination of changes in the Ekman flux of DIC from the SIZ to the ASZ and changes467

in the vertical advection signal, though the months where one or the other dominates468

are not the same across the study region (Fig. 5). Changes in the southward geostrophic469

transport of DIC are also correlated with changes in the net advection, but the magni-470

tude of the geostrophic advection is one order of magnitude smaller than the Ekman and471

vertical advections (Fig. S13).472

By comparing the period of carbon outgassing (April to August) to the period of473

carbon uptake (December to January), we gain further insight into what drives the sea-474

sonal fluxes in this region. During wintertime outgassing, the mixed layer DIC concen-475

tration is increasing (positive value of TEND-Fentrain, Fig. 3 and 4) because net respi-476

ration, eddy-driven mixing from below and net vertical advection bring DIC into the mixed477

layer. Some of this DIC is then outgassed to the atmosphere (Fig. 3 and 4). During the478

summer period of oceanic carbon uptake, the mixed layer DIC concentration is decreas-479

ing due to strong net photosynthesis and a net Ekman northward advection of DIC. This480

superposition of processes leads to carbon uptake from the atmosphere (Fig. 3 and 4).481

However, mixing with carbon-rich waters below is still bringing DIC into the mixed layer,482

which may contribute to the observed net outgassing signal over a full seasonal cycle.483
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a)

b)

Figure 5. First time-derivative of the monthly averaged advective fluxes of DIC for a) the

ASZ and b) the SIZ (mol m-2 day-1 month-1). Note that the net advective flux (Net ADV) is

plotted on its own axis (right) and the components of the net advective flux (Ekman (EKM),

geostrophic (GEO) and vertical (VADV) advective fluxes of DIC) are plotted on the left axis.

The gray shading indicates the summer and winter months.
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The shift from carbon outgassing to uptake corresponds to a shift from respiration484

to photosynthesis and from net positive to net negative advection (Fig. 3 and 4). In the485

ASZ, the net advective flux of DIC primarily changes sign because of transport at the486

southern front; namely, Ekman advection of DIC from the SIZ (Fig. S13 and S14) de-487

creases significantly from winter to summer (by 53% on average), while the vertical ad-488

vective flux and Ekman transport at the northern front stay relatively constant (decreases489

by 15% and 28% respectively). In the SIZ, most components of the advective flux de-490

crease by approximately half during months of carbon uptake compared to months of491

outgassing.492

The seasonal change in the Ekman advective flux of DIC at the sea ice front is due493

to changes in Ekman mass transport driven by wind variations, rather than changes in494

the DIC concentration of the SIZ. We observe that the seasonal cycle in the Ekman mass495

advection and its components is very similar to that of the Ekman DIC advection (Fig.496

S15 and S16). Furthermore, the amplitude of seasonal variations of the Ekman mass ad-497

vection at the SIF is 74% (83%) for the ASZ (SIZ) which compares well to the ampli-498

tude of seasonal change of the Ekman DIC advection at the SIF (76% (85%) for the ASZ499

(SIZ)), while the amplitude of seasonal variations in the mixed layer DIC concentration500

of the SIZ used to convert mass transport to DIC advection is only 3% in both zones.501

5 Discussion502

Using a monthly mixed layer carbon budget of the high-latitude Southern Ocean,503

we show that small-scale mixing at the base of the mixed layer provides DIC to the sur-504

face layer year-round. In the ASZ, most of this DIC is then consumed by net biologi-505

cal production, while the net biological flux is not significantly different from zero in the506

SIZ. On an annual timescale, the surplus of DIC in the mixed layer from the balance of507

these two processes is either advected from the SIZ to the ASZ by Ekman divergence or508

outgassed to the atmosphere in the ASZ. Physical transport of carbon, in concert with509

the transition from net production to net respiration, also explains the difference between510

seasonal periods of carbon outgassing (fall to spring) and uptake (summer).511

Values for the vertical eddy diffusivity at the base of the mixed layer are sparse in512

the literature. Still, the magnitude of the diffusivity obtained from our optimization scheme513

(between 1.48 and 8.68×10−5 m2/s) is similar to the only comparable published value514

in the Southern Ocean (less than 3×10−5 m2/s) (Law et al., 2003). The ASZ makes up515

the southern part of the ACC, where wind-driven upwelling brings carbon-rich isopyc-516

nals to the near-surface. The high-latitude Southern Ocean also exhibits strong verti-517

cal DIC gradients (Dove et al., 2022); therefore, it is not surprising that subsurface mix-518

ing plays a strong role in supplying DIC to the mixed layer. In the SIZ, there is also up-519

welling of carbon-rich deep waters. However, the SIZ is characterized by multiple gyre520

circulations as well as sea ice cover, which can act to isolate the surface ocean from the521

atmosphere and may be a barrier to momentum transfer (Shadwick et al., 2021; Vihma522

& Haapala, 2009). Indeed, we find a stronger mixing flux of DIC in the ASZ compared523

to the SIZ due to differences in the eddy diffusivity (see Section A3), consistent with more524

wind energy input in the ASZ resulting from stronger winds and lack of ice cover. How-525

ever, the vertical gradient of DIC near the base of the mixed layer is stronger in the SIZ,526

most probably due to gyre dynamics allowing respired DIC to accumulate in the surface527

waters (MacGilchrist et al., 2019).528

We find that inorganic carbon entering the mixed layer through eddy processes is529

mostly consumed by biological production. This is similar to previous results by Hauck530

et al. (2013), who found that biological processes remove more DIC from the mixed layer531

than air-sea fluxes. In the ASZ specifically, annual net production is the dominant sink532

of DIC in the mixed layer. We find annual net production of 1.79 mol C m-2 yr-1 in this533

region, consistent with previous float-based annual net community production estimates534
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at similar latitudes (about 1-2 mol C m-2 yr-1) (Arteaga et al., 2019). In the SIZ, how-535

ever, we find annual net respiration, which is different from model-based results (Carroll536

et al., 2022). Note though that error bars are large and extend to a small value of net537

production. This result, similar to the analysis of Briggs et al. (2018) who found that538

respiration in winter nearly balanced out biological production, could reflect a flux of or-539

ganic carbon from production by sea ice algae (Arrigo et al., 1997; Saenz & Arrigo, 2014).540

In addition, a missing flux of DIC from the Antarctic continental shelf or from icebergs541

may be contributing to the net respiration determined by the optimization process if the542

missing signal has a similar seasonal pattern. Still, in both zones, we find an important543

net production signal in spring and summer and that the DIC tendency tends to follow544

the biological flux, as has been reported in past studies (Carroll et al., 2022; Yang et al.,545

2021; Williams et al., 2018). In winter in both zones, we find net respiration of the same546

order of magnitude as the seasonal photosynthesis signal, due to low light availability547

(even more significant for the SIZ).548

In the SIZ, the role of DIC advection is as important as the biological flux in both549

the seasonal and annual budgets. In the annual view, the surplus of DIC from subsur-550

face mixing is mostly advected to the ASZ by the Ekman transport component, rather551

than being consumed by the net biological flux or outgassed. This is likely due, in part,552

to the wintertime ice cover preventing (or limiting) outgassing, as the surface ocean pCO2553

values alone imply a stronger outgassing than is observed. Indeed, a sea ice capping ef-554

fect has been reported on the continental shelf (Shadwick et al., 2021) and in idealized555

models (Gupta et al., 2020). Still, without physical transport removing available DIC556

from the region in winter, there would be less potential for carbon uptake in summer af-557

ter the sea ice melts. As such, seasonal variability in the net advective flux is important558

for explaining the low annual outgassing signal in the SIZ. Throughout the year, verti-559

cal advection supplies carbon to the mixed layer, while horizontal advection (dominated560

by Ekman divergence) removes DIC from the region. Net advection is the smaller resid-561

ual of these two opposing processes. In summer and fall, the DIC flux due to vertical ad-562

vection dominates over the Ekman transport (Fig. S14). In winter, however, stronger563

winds drive an increase in the Ekman flux of DIC, which continues until the net advec-564

tion of DIC changes sign around the beginning of spring.565

In the ASZ, seasonal variability in the advective flux of DIC from the SIZ is essen-566

tial to explain the carbon air-sea fluxes in the region. In the annually-integrated view,567

the net advective flux in the ASZ is the residual between DIC removal from lateral ad-568

vection at the northern front and DIC supply by both vertical advection and horizon-569

tal advection from the SIZ (Fig. 3). The different components of the advective flux de-570

pend on both the circulation and the DIC concentration of the source waters. These two571

aspects are connected but could evolve independently under future warming. For exam-572

ple, ice retreat could increase wintertime outgassing in the SIZ, subsequently reducing573

the northward Ekman flux of DIC and carbon outgassing in the ASZ. In the seasonal574

picture, the net advective flux of DIC is smaller in magnitude than some of the other fluxes575

(Fig. 3). Still, the change in sign of the net advection from periods of outgassing to up-576

take, which is due to a decrease in the amount of DIC entering from the SIZ by Ekman577

transport (Fig. S13), implies that wind-driven advection of DIC from the seasonal ice578

zone plays an important role in driving carbon outgassing in the ACC.579

It is challenging to compare these results with previous work as there has been no580

other observation-based circumpolar mixed layer DIC budget in the Southern Ocean. How-581

ever, a regional study of the Weddell Gyre (part of the SIZ) based on shipboard data582

and an inverse model found that DIC entrained from below mostly exits the gyre through583

northward transport to the ACC frontal region (equivalent to the ASZ) or becomes deep584

water at the gyre edges (Brown et al., 2015). Comparison to model-based DIC budgets585

is also difficult since they are typically computed over fixed depths, and many models586

have seasonal variations in air-sea carbon fluxes that are inconsistent with observations587
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(Mongwe et al., 2018). Still, two recent papers found that the advective flux of DIC plays588

an important role in the carbon budget of the region (Rosso et al., 2017; Carroll et al.,589

2022). For example, Carroll et al. (2022) find that the DIC tendency and interannual590

variability in their SIZ biome is dominated by net advection, although they do not show591

the contribution from the different advective components. Rosso et al. (2017) do sep-592

arate the advection into vertical, geostrophic and ageostrophic components, however, they593

compute their budget down to 650m, which implicitly reduces the relative importance594

of Ekman transport (which only occurs in the top ∼80m). One study did find, using a595

high-resolution model, that Ekman transport was the primary mechanism for the zon-596

ally integrated, cross-frontal transport of anthropogenic CO2 and its intra-annual vari-597

ability, particularly across the polar front (Ito et al., 2010).598

While these studies support our own results, they do not directly confirm the im-599

portance of Ekman transport from the SIZ in driving carbon outgassing in the south-600

ern ACC. In fact, while estimates based on biogeochemical float data find net outgassing601

in the high-latitude Southern Ocean that peaks in winter (Gray et al., 2018), this result602

disagrees with estimates based on shipboard pCO2 measurements (Takahashi et al., 2009;603

Landschützer et al., 2014; Gruber et al., 2019), airborne measurements (Long et al., 2021)604

and ocean biogeochemical circulation models (Hauck et al., 2022). We use the carbon605

air-sea flux estimates from the SeaFlux ensemble data product, which is primarily based606

on ship-board observations (Fay et al., 2021; Gregor & Fay, 2021), as input in our anal-607

ysis in order to further investigate how carbon uptake in this region would impact the608

resulting mixed layer budgets. We find that the mixing and biological fluxes identified609

by the optimization scheme are not in line with previous work when using the SeaFlux-610

based air-sea fluxes (Fig. S10, S11 and S12). In the SIZ, the mixing flux is negative due611

to a negative vertical eddy diffusivity, indicating diffusive mixing towards regions of higher612

concentration. In the ASZ, the annually-integrated biological flux at 3.55 mol C m-2 yr-1613

is much higher than expected based on previous estimates (Fig. S10) (Arteaga et al., 2019).614

These results imply that carbon uptake of the magnitude found in the SeaFlux-based615

air-sea fluxes is not only inconsistent with the float-based DIC budgets but also with the616

float-based oxygen observations that are used in the optimization scheme. This discrep-617

ancy is likely due, at least in part, to the availability of year-round float data, whereas618

shipboard observations are seasonally-biased except in Drake Passage.619

6 Conclusion620

We use six years of under-ice capable autonomous biogeochemical float data to con-621

struct a monthly mixed layer carbon budget in two regions of the high-latitude South-622

ern Ocean. We find that the monthly changes in the mixed layer DIC concentration closely623

corresponds to the seasonal variations in the biological flux of DIC. However, northward624

Ekman transport from the SIZ is also significant in setting the seasonal changes in DIC625

concentration. On annual timescales, mixing with carbon-rich waters from below the mixed626

layer leads to carbon outgassing in both regions under study (Fig. 6). However, in the627

SIZ, where ice cover damps air-sea exchange and primary production is heavily light-limited,628

most of the carbon injected from below the mixed layer is transported northward to the629

ASZ by Ekman advection. In other words, Ekman transport of DIC from the seasonal630

ice zone contributes to carbon outgassing in the southern portion of the ACC. This has631

implications for the response of the Southern Ocean carbon cycle to anthropogenic forc-632

ing, since reduced ice cover under ocean warming could potentially lead to a redistribu-633

tion of carbon outgassing from the ASZ to the SIZ.634

These results comprise the first observation-based carbon budget spanning large635

spatial scales and at monthly resolution in the high-latitude Southern Ocean. Strong sea-636

sonal variability in air-sea fluxes, as well as biological and advective fluxes of carbon, high-637

light the importance of year-round measurements in understanding carbon cycling in the638

region. These results also provide a much-needed observational baseline to evaluate the639
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Figure 6. Schematic of the annually integrated fluxes of carbon where each colored arrow

correspond to a different process by which the DIC content of the mixed layer can be modified.

The green arrow represents the net effect of biological activity on mixed layer DIC content. The

teal arrow represents the air-sea flux of carbon. The purple arrow corresponds to the entrainment

flux of DIC. The orange arrow represents the net advective flux of DIC by Ekman, geostrophic

and vertical advection. The pink arrow represents the eddy-driven mixing flux of DIC. The width

of each arrow scales with the magnitude of the flux. (ASZ: Antarctic Southern Zone, SIZ: Sea Ice

Zone)
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performance of climate models, which are notably unsuccessful in reproducing the South-640

ern Ocean carbon cycle (Hauck et al., 2020). Improved understanding of these processes641

is crucial given the key role of the Southern Ocean in the global climate system.642

Appendix A Additional Method Information643

A1 Horizontal Mass Transport644

The monthly averaged Ekman mass transport is northward at the SIF and PF which645

is as expected due to the presence of strong westerly winds at those latitudes (Fig. S4).646

The monthly Ekman transport averages to 20.2 Sv at the SIF and 36.5 Sv at the PF,647

which is consistent with previous modeling studies that found a zonally integrated Ek-648

man transport along 60◦S (50◦S) of 25 Sv (55 Sv) (Hallberg & Gnanadesikan, 2006). There649

is about twice as much transport (varying from 1.5x to 2.8x) across the PF than the SIF,650

which is not surprising as wind driven transport can be inhibited by the presence of sea651

ice.652

Monthly averaged mixed layer geostrophic transport is southward for the SIF and653

the PF, and it is one order of magnitude smaller than the monthly averaged Ekman trans-654

port, with an average of -2.4 Sv (panel b) of Fig. S4). We present mixed layer geographic655

transport separately for each zonal regions on either side of one front due to our choice656

of depth of integration. In the Ekman transport calculation, we assume that the Ekman657

depth is shallower than the mixed layer depth, an assumption which is likely true for most658

months but may break down in summer or fall depending on the eddy viscosity (not shown).659

This assumption allows us to consider the full depth of the Ekman layer and removes660

the need to choose a depth of integration. For the geostrophic transport calculation, we661

integrate the geostrophic velocity down to the mixed layer depth of the region under con-662

sideration.663

We do not consider the eddy component of the horizontal advection in this region664

as it has been shown to be more than 50% smaller than the time mean component in665

the Ekman layer (Dufour et al., 2015).666

A2 Mass Budget and Vertical Velocity667

The seasonal cycle of the monthly averaged mixed layer mass fluxes differs between668

the ASZ and the SIZ (Fig. S6). However, we observe that there is a balance between the669

surface fluxes of mass and the advective mass flux in both frontal regions while the term670

representing the difference between the tendency and the entrainment (TEND−Fentrain)671

is negligible. In the ASZ, the fluxes of mass do not vary strongly from month to month.672

Surface fluxes of mass, including precipitation, evaporation and a small contribution from673

sea ice melt and freeze, lead to water accumulating in the region’s mixed layer. This is674

balanced by a mass advection out of the ASZ. The sign of the advective flux is set by675

a balance between the negative Ekman advection and the positive vertical advection (Fig.676

S6). The geostrophic advection is at least one order of magnitude smaller. In the SIZ,677

the sea ice melt and freeze cycle creates strong seasonal variations in the monthly av-678

eraged surface flux which leads to seasonal variations of similar magnitude but opposite679

sign in the advective flux. As such, we see a positive advective flux of mass (driven by680

vertical advection) during ice formation and a negative advective mass flux (driven by681

Ekman advection) during sea ice melt. On annual time scales, mass fluxes in the SIZ and682

the ASZ are similar with a positive surface flux opposed by a negative advective flux driven683

by a dominance of Ekman transport out of the zone over vertical mass advection into684

the mixed layer (Fig. S7).685

Using the mixed layer mass budget, we solve for the vertical velocity at the base686

of the mixed layer (w−h) which is shown in Fig. S3. We find an average w−h of 1.19×687
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10−6m/s (1.07×10−6m/s) in the ASZ (SIZ). This vertical velocity is of the expected688

scale and sign for these two frontal regions where upwelling is expected (Gruber et al.,689

2019). Because we have used a mass budget to estimate w−h, our estimate includes both690

the effect of Ekman upwelling and other processes such as topography-driven or storm-691

driven upwelling.692

A3 Estimated Parameters693

We solve a non-linear system composed of the different monthly averaged budget694

equations for DIC and O2 to find the missing parameters: the eddy diffusivity (κz), the695

respiration quotient (RO2
) and the monthly biological flux of DIC (Fbio). We find an eddy696

diffusivity of (8.68± 6.9)× 10−5 m2 s-1 ((1.48± 2.2)× 10−5 m2 s-1) for the ASZ (SIZ)697

(see Sections 3.5 and 5 for more information). We find a respiratory quotient of −0.63±698

0.17 (−1.72±0.21) for the ASZ (SIZ). The canonical value for the oxygen to carbon ra-699

tio is -1.45 (Anderson & Sarmiento, 1994). However, DeVries and Deutsch (2014) found700

important latitudinal variations in the amount of oxygen consumed by unit of phosphate701

released during respiration (RO2/P ). In the high-latitude Southern Ocean in particular,702

they find that RO2/P increases from about 50 to 200 between 47◦S and 70◦S. When we703

convert RO2/P to the respiratory quotient (RO2/C) using 106C:P, we find that we see704

a latitudinal variation of similar magnitude from the ASZ to the SIZ. The magnitude705

of the monthly averaged biological flux of DIC obtained from the optimization scheme706

and its clear seasonal cycle are as expected with a strong uptake of carbon during the707

spring bloom, stronger in the ASZ than in the SIZ (Fig. S5). The positive flux of car-708

bon in winter, indicating dominance of respiration over photosynthesis, can be explained709

by the severe light and micro-nutrient limitations in the high-latitude Southern Ocean.710

A4 Error and Correlation of each Variable used in Monte Carlo Sim-711

ulation712

We record the error and correlation of each variable used in the Monte Carlo sim-713

ulation in Table 1.714

Open Research715

The quality-controlled data from the 22 December 2020 SOCCOM snapshot are716

used in this analysis (http://doi.org/10.6075/J0B27ST5). We also utilize the Euro-717

pean Centre for Medium-Range Weather Forecasts (ECMWF) ERA5 atmospheric re-718

analysis product (https://cds.climate.copernicus.eu/), the SeaFlux harmonized719

sea-air CO2 fluxes (10.5281/zenodo.4133802), the Roemmich-Gilson Argo Climatol-720

ogy (https://sio-argo.ucsd.edu/RG Climatology.html), and the ETOPO1 Global721

Relief Model (http://dx.doi.org/10.7289/V5C8276M).722
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