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Abstract—The detection of brain impulses and emotions has
been a research topic of late. To define emotion as a psychological
variable, various machine learning algorithms were applied but
there are still some challenges with high dimensional data. To
date, much research has been done on this topic to classify a
maximum number of emotions and find clarity on the behaviors
of the brain signal with certain stimuli. In this paper, we have
thoroughly studied the data and experimented with various
techniques to find out the best one and according to that we
have designed the model to classify a maximum number of
emotions in a short time. We have extracted various domains of
features including time, frequency, wavelet, etc., and applied the
Ensemble Feature Selection method to find out the best subset of
features. This technique includes correlation technique, informa-
tion gain measurement, and finally recursive feature elimination
method to find the optimized feature set. For the classification
part, various method has been reviewed and then a stacked
ensemble generalization model has been adopted with respect to
bagging and boosting results of state-of-the-art machine learning
techniques. The results show that the ensemble approach of
feature optimization (En-FS) combined with the stacked ensemble
generalized model (SEn-G) classification performs better. The
suggested technique has been tested using the DEAP Dataset,
and the experimental findings support the efficacy of the strategy
while also being compared to state-of-the-art approaches.

Index Terms—Ensemble Feature Selection Stacked Ensemble
Generalized Model EEG Recursive Feature Elimination

I. INTRODUCTION

Emotion is a dynamic behavioral process requiring several
stages of neuronal and chemical processing [1]. Here in our
research, we are dealing only with human emotion. Due to
the competition for being a survivor in these rapid changes
of lifestyle, human emotion gets affected and it becomes the
driver of any cognitive processing system. These biological
aspects influence many factors, such as learning, communica-
tion, relationship, health issues, etc. Emotional responses play
a very significant role in much human-computer interaction
(HCI) systems. It is necessary to identify and recognize
the emotions in computer systems that people communicate
with, and to facilitate contact between humans and machines
[2]. Emotion recognition has many applications, for example,
knowing the mental states of a person, we can adapt a
user interface and thus providing an effective man-machine
interaction [3], evaluating the performance of an operator
carrying out a task [4], human reliability analysis [5], etc.
Many researchers are researching detecting and classifying
various types of emotion by classifiers using signal processing,
machine learning [6]-[9], deep learning [10]-[12] technolo-

gies. Earlier, interest in the identification of emotions from
various modalities like text [13], speech [14], facial expression
[15], gesture [13], [16], etc. has grown and recently drawn
attention with the growth of brain-computer-interfaces (BCls),
which has came up with the term effective BCI (BCI) [17].
In recent years, EEG-based emotion recognition research has
gained great interest from a broad range of interdisciplinary
fields, from neuroscience to technology, including fundamental
studies on emotion theory and application to affective brain-
computer interactions.

Aim of the work: The aim of these studies is to improve
the ability of BCI systems to recognize, process, and react to
affective states of users using physiology [18]. For the follow-
ing purposes, the need for a computer-intelligent approach to
emotion classification is required:

o While EEG is a reasonably reliable measure and a simple
interface, it suffers from the non-stationary properties
of the signal. The extraction of temporal correlations of
spontaneous EEG signals is therefore a major issue for
the recognition of emotions from EEG signals [19].

« Due to this non-stationary property, the EEG signal is dif-
ficult to classify. Therefore, the extraction and selection of
features become an integral method before classification
[20].

o Because the EEG signal is very poor, the recognition of
emotions involves more channels of acquisition equip-
ment in the data signal acquisition phase, which is not
conducive to realistic usage [21].

o The Human brain is a nonlinear complex machine, and
EEG signals are difficult to interpret by using conven-
tional time-frequency extraction and interpretation ap-
proaches [22].

« In EEG’s emotional recognition, it is not widely accepted
which features are most suitable, and there are only a few
words that equate various features with each other [17].

A. Related Works and Objectives

Researchers attempted many ways to classify the emotion.
A machine-learning algorithm was used for classification.
Dan Nie et al. [23] and Xiao-Wei Wang et al. [24] used a
vector supporting system to interpret the EEG signal when
viewing films. Yuan-Pin Lin et al. [25] have also used SVM
to classify four emotion states when the subjects are listening
to music and obtained an averaged classification accuracy of
82.29% =+ 3.06% across 26 subjects. Zhang et al. [26] proposed



TABLE I: Extracted feature from pre-processed EEG signal

Feature Type Features

Mean

Max Value

Min Value
Median

Standard deviation
Kurtosis

Statistical Features

the First differential mean
First differential max

First differential min

the Second differential mean
Second differential max
Second differential min
Hjorth ability

Hjorth mobility

Hjorth complexity

Derivative Features

Line length

Mean of the vertex to vertex amplitudes

Variance of the vertex to vertex amplitudes

Mean of the vertex to vertex times

The variance of the vertex to vertex times

Mean of the vertex to vertex slope

The variance of the vertex to vertex slope

Zero crossings (Number of zero-crossing in a signal)

Time Domain Features

FFT delta [0.1 - 4 Hz]

FFT theta [4 - 8 Hz]

FFT alpha [8 - 13 Hz]

FFT beta [13 - 30 Hz]

FFT gama [30 - 40 Hz]

FFT whole [0.1 - 40 Hz]

FFT delta-theta ratio [delta/theta

FFT delta-alpha ratio [delta/alpha]

FFT theta-alpha ratio [theta/alpha]

FFT delta-theta-alpha ratio [(delta+theta)/alpha]

Frequency Domain Features

Min wavelet value

Max wavelet value

Mean wavelet value

Median wavelet value

STD wavelet value

Skewness wavelet value
Kurtosis wavelet value

Wavelet energy

Wavelet entropy

First differential wavelet mean
First differentiation wavelet max
Second differential wavelet mean
Second differential wavelet max
Wavelet energy percentage
Wavelet zero-crossing

Wavelet coefficient of variation
Wavelet total energy

Wavelet Domain Features

Max ABS XCORR (Maximum positive amplitude
of auto-correlation or cross-correlation function)
Mean ABS XCORR (Mean value auto-correlation
or cross-correlation function)

Cross Correlation Features

an emotional understanding framework that categorized user
states into two emotional statements with 73 percent accuracy
during image viewing using an SVM classifier. Apart from
SVM, other approaches [24] [27] to machine learning was
used to identify a person’s emotional state from EEG signals.
Liu et al. [28] introduced an EEG-based emotion detection
algorithm based on real-time samples and tested it on trial
databases and the DEAP comparison database. Aravind E
Vijayan et al. suggested a method for extracting epochs from
data using statistical methods such as Shannon Entropy and
higher-order auto-regressive processes that match the derived
characteristics. The model is used to classify human emotions
by feeding them into a multi-class Vector Support Machine
[29].Chanel et al. [30] found that an entertaining assessment
of emotion could be achieved with a cumulative accuracy
of 58% for three levels of emotion using the Naive Bayes
classifier. Ko et al. [31] showed the usefulness of using EEG

relative power shifts and the Bayesian network to forecast the
emotional states of the consumer.

o With the increasing interest in brain-computer interaction
(BCI), EEGs (electroencephalograms) from users have
also been analyzed. It is still unclear whether the EEG
simply demonstrates a physiological response, or also
gives insight into the emotion as to how it is mentally
experienced.

« This field of research is still relatively new, and much still
needs to be done to improve the existing components
of the BCI, but also to identify new possibilities. The
existing work, considers some emotion to get the best
accuracy or satisfied with a specific limit of accuracy for
all the emotions.

o None of them have considered the whole signal is coming
from all 32 channels. Some work concentrates only on
valence and arousal or just valence only.

o A major drawback of the above methods is that, to date,
only a handful of features have been compared in each
sample. In comparison, most studies depend on a separate
but typically small data set.

o The asymmetry of brain regions was investigated for the
recognition of emotions. These techniques, however, only
examined the interaction between symmetrical electrodes
in the brain and did not attach all the electrodes [22].

o In past years so many machine learning algorithm has
been used to classify EEG signal for emotion recognition
such as KNN [32], SVM [33], ANN [34] etc. Standard
machine learning models cannot, however, achieve the
high-level abstract features of the EEG [22]

o And also their work has tested only one or two classifiers.
They have not verified whether their algorithm is giving
better accuracy compared to all state-of-art classifiers,
which may make their searching incomplete.

The recognizability of various emotions depends on how
effectively it is possible to map the EEG features to the
emotion representation selected. The current auditory brain-
computer interface study concludes that it is better to train with
visual input to increase or decrease the sensorimotor rhythm
amplitude than with auditory feedback [35]. This is not linked
to the recognition of feelings, although it is noted in the debate
that a less evolved sense of hearing can be present in healthy
individuals without eye problems [36]. Visual stimuli may be
easier to recognize from brain impulses than audio stimuli
since the visual sense is more developed. Following this logic,
a combined attempt to evoke an emotion from both visual and
auditory input can offer the optimal atmosphere for recognition
of emotions [35]. In this paper the DEAP dataset [37] has been
used which is available online. In their experiment, audio-
visual stimuli have been used for emotion elicitation. Unlike
other methods, we suggested a feature-driven classification
model in which we categorized a broad variety of emotions
driven on valence, arousal, liking, and dominance, taking the
data from all 32 channels into consideration. And with our
novel method of selection of features (i.e. Correlation matrix,
ranking features by importance, and then recursive feature
elimination method) and stacked ensemble generalized model



where so many classifiers are involved, we get better accuracy
with all four scales.

Contributions

There is already an understanding of the current state of
EEG-based emotion detection, and it is time to move back
to the primary objectives of this study for its application
within human media engagement. In this study, our major
contributions are:

o Proposing a hybrid ensemble feature selection technique
to select the optimizes feature set for emotion recognition.

o Selecting the optimized feature set considering the signals
coming recorded by all the channels to classify the
emotion in 4 scales.

o Proposing a Stacked Ensemble Generalized classification
model to ensure a maximum number of emotion recog-
nition in minimum time and computational cost.

B. Motivation of the work

The main reason for this model is the use of Deap data to
attain improved classifications rates. Using a stacked ensemble
generalization model, a new, exact EEG signal classifica-
tion method is proposed to achieve that goal. Many model
averaging methods have in nature been created, in which
several sub models equally contribute to a composite forecast.
Variable patterns are utilized to extract relevant features and
the local feature generator/extractor is in the literature. The
usage of effective feature generation and selection methods
should be a highly accurate pattern recognition framework.
To generate low, medium and high-level features for improved
performance, a multi-level function generation should be used.
Multilevel function generation is mostly due to the size of
the function vector. A suitable function selector in this stage
should be employed.Two primary aims lie in the feature
selector. This increases classification capabilities and reduces
the classifier’s execution time.

C. Novelty and Contribution

In the field of EEG-based emotion detection, much study
has been conducted, but few definitive results have been
derived. The recognizably of multiple emotions depends on
how well EEG characteristics can be mapped to the emotion
representation selected. The novelty of this work is it finds the
best features for each emotion, and also we have applied all the
standard classifiers for emotion recognition. To reduce over-
fitting, running time and for better accuracy selection of proper
features is very important. In this work, we have followed
three steps to select the right features for classification. Three
steps involve three types of the feature selection method. The
proposed feature selection and classification method are tested
on DEAP data-set, and better accuracy has been achieved
to recognize emotion based on valence, arousal, liking, and
dominance compared to recent works. Also, another point of
concern is channel selection. There is a reason why we have
considered all 32 channels for this work. Because to develop
all the possible emotions the whole brain is responsible. Some
part is responsible for happiness and a totally different part is
responsible for calmness or sadness or there may be some parts

that are common for two different emotions but not the whole
part. So if someone wants to classify a maximum number
of emotions s/he should consider all of the channels. In this
paper, we have classified emotions in four scales. Recently the
use of brain signals to classify emotions gets attention as it
is a challenging job, and it needs to be accurate. People used
machine learning, as well as a deep learning approach to do
that.

II. PROPOSED METHODOLOGY

A computational intelligence approach is proposed to pro-
vide better and reliable classifications of emotion from EEG
signals. An overview of the proposed method is shown in Fig.
1. The major computational steps in the proposed approach
are data preparation, feature Extraction, feature optimization,
and classification. The various steps in the approach are stated
below:

A. Data Preparation

These steps involve resizing noise removal and filtering. We
need the data window to get the corresponding frequencies,
peak values, and wavelet coefficients of the signal segments.
It takes a moment to grasp the emotion against the stimuli.
The EEG processing time is therefore a little longer than the
previous recognition time [38]. But EEG signals are typically
divided by windows into sections or fragments to get accurate
results.

B. Data Segmentation

The findings of previous studies suggest that smaller (1—4s)
windows perform better than larger windows (5—8s) [39]. So
epochs of 3 secs (i.e. 384-time stamp) have been made for our
research segmentation, and there are (60/3) for each subject
and each music video. Therefore there is 20 x 32 x 40for all
subjects and for all music videos (i.e. 20480 epochs).

C. Feature Extraction

And for corresponding to these 25600 epochs we have
created 52 features for 32 subjects which includes time do-
main, frequency domain, and wavelet features. Because it is
very tough to work with such high dimensional data which
contains a thousand features. The method also reduced the
work’s complexity and improved the classifier’s efficiency. The
generated features are listed below (Table 1).

Let D is a data matrix of size n X m X e, where n is the no of
channels, m is the n is (segmentsize X sampling frequency)
and e is the no of epochs.

D. Feature Elimination and Selection

After extracting the features the data matrix becomes D’
and suppose k no of features are extracted. So now the size
of the data matrix becomes n X k x e .where kK < m. Each
column of the data matrix represents one feature (Fig. 2).
We used a feature optimization method which has three steps
as follows:



Preprocessed dataset
(DEAP Dataset)

Statistical

Derivative

1. Feature Selection
—

Time domain

Labeled EEG Data

L]
63sec=63*128hz=8064
subset epochs=8064/384=21
Total epochs=21*40*32=26880
Total epochs(except trial}=25600

%9

EEG dataset
acquisition

Rating snale

26880

Self assessment by
the participants

Data Split

Testing
Dataset

Emotion
* Recognition”

-

Frequencydomain |
—
Waveler domain

i

| eross correiation domsin |

Feature Extraction

Training dataset

=

3. FeatureSeIectlon
- m

Using Recursive Feature Elimination

| 2. Feature Selection |

= Lkl

H

Using Information Gain

L

Fig. 1: Overview of the method

Stepl. Eliminating redundant features:: These data features
are strongly correlated with one another. Many strongly as-
sociated attributes should be eliminated and once they are
eliminated, other approaches usually work better. There are
some tools available to disable certain associated items.

1 bz b3 T1p
ba1 1 bog bap
B=|b3 b3 1 b3p (D
byi byo b 1
where r,, = iz (@i—a)(bi—b) is the Pearson

] \./Z?:n(ai—&)Q\/Z?':n(bi—E)"’
correlation coefficient between variable ¢ and b. We can

calculate the correlation matrix such as,
B = %D;DS 2)

where D, = CDS~! with

c=1I,—- n_llnl;l denoting a centering matrix

S = diag(si, ..., Sp) denoting a diagonal scaling matrix.

We excluded features with an actual correlation of 0.90 or

greater. As a result of strong overlap with other features

9 features are excluded. Let [ no of features are left after

removing the highly correlated features. Now the column size

of the data matrix is changed to n x kK’ where k' < k. Let now

the data matrix is D" (Fig. 2).

Step 2. Selecting the features according to Ranking::
Creating a model may predict the value of features from
the results. Decision trees have a mechanism built in to

Algorithm 1: Eliminate Redundant Features

0: Input: Data matrix D’ with n x k x e features
: Output: Reduced data matrix D” with n x k' x e

0
0: Step 1.1: Calculate correlation matrix
0: B « calculateCorrelationMatrix(D’) {Using Pearson
correlation }

Step 1.2: Exclude highly correlated features for i < 1
to n do

end
j « 1to nif B[i][j] > 0.90 then

end
Exclude feature ¢

Step 1.3: Update data matrix size
| < number of features left after removal
D" + ResizeColumn(D’,n x k') {k’ < k}

Output: Reduced data matrix D” with n X k' x e
features =0

S L e

report variable significance. To measure value it measures
information gain for all apps and scales it in 0-1. The benefit
of knowledge informs us which properties of the function
vectors are more important. We need to determine Entropy
and Average entropy from the data to quantify the gain in



information. The definition of entropy originates from the
theory of learning. The more entropy the value the more the
quality of the knowledge. It’s a common way of measuring
impurities, so we can remove less useful features. The entropy
of attributes is calculated as:

N
Entropy(K) = = > p(K,N) x log(p(K,N)) (3
n=1
Where N =number of classes, p(K,n)= the proportion of
instances in K that are assigned to nth classes. Accordingly,
the information gain by a training data set S is defined as:

St Entropy(K,)
Sk |
4)

Where Values (Sk) = set of values of K in S, Sk is the
subset of S induced by K, and Sk ,v is the subset of S in which
attribute K has a value of v. Apart from the decision tree, some
other algorithms are also available to estimate the importance
using a ROC curve analysis which can be conducted for each
feature. After estimating the variable importance it is plotted
and printed so that we can decide to get the best features
from those ranking. The most important attributes are taken
eliminating the attributes with the least importance. After
eliminating the least important features suppose we took k'’
no of features. So now the data matrix D’’’ will look like as
follows where k' < k’. And so the column size of the data
matrix will be reduced to £”.

Gain(K,S) = Entropy(K) — Z

vEvalue

Algorithm 2: Select Features Based on Ranking

0: Input: Data matrix D" with n x k' x e features
0: Output: Reduced data matrix D"’ with n x k" x ¢

0: Step 2.1: Create predictive model and calculate
feature importance

0: G < calculateInformationGain(D’") {Using Decision
Trees}

0: Step 2.2: Estimate information gain and entropy for
each feature for i + 1 to k&’ do

end
Calculate entropy FEfeare; (K)
Calculate information gain Greyre,; (K, S)

Step 2.3: Plot and print variable importance
V' < plotVariableImportance(G)

Step 2.4: Eliminate least important features
k" < number of features to keep
D" + ResizeColumn(D",n x k") {k" < k'}

Output: Reduced data matrix D"’ with n x k" x e
features =0

S L2 22 22

Step 3. Recursive feature elimination method:: The recur-
sive elimination of features (RFE) method determines the
needed amount of features by picking the weakest features
repeatedly. This method consistently removes and lists a
limited number of characteristics every cycle. This method

is used to reduce model dependencies and collinearity. It is
an automated feature selection technique accessible in the
Caret R package, which is also widely used. This regularly
generates a model layout, then removes characteristics of low
relevance. On each iteration, a Random Forest method is
utilised to evaluate the model. The algorithm is intended to
evaluate the attributes of all possible subsets. In each iteration,
a random forest technique is used to validate the model, and
this approach is designed in such a way that all viable subsets
of the features may be evaluated. Recursive feature elimination
is basically a backward selection process that incorporates all
predictors into the model. Each predictor is scored according
to its significance to the model. It is shown that the efficiency
decreases in each iteration after re-calculation for the random
forest model. This move makes the efficiency boost.

Algorithm 3: Recursive Feature Elimination (RFE)

0: Input: Data matrix D"’ with n x k" x e features
: Output: Final data matrix Dy, with n X kg X €

: Step 3.1: Initialize RFE with all features
: kcunem — K
: Dcurrent «— D"

while kcurrent > kﬁnal do

0
0
0
0

end
Step 3.2: Train model and evaluate feature
importance

0: Geyrrent < trainAndEvaluateModel( Deygrent) {Using
Random Forest}

0: Step 3.3: Identify and eliminate least important
feature

0: f remove < argmin(chrrenl)

0: Deyrrent < RemoveF eature(Dcurrema f remove)

0: kcurrent — kcurrent -1

0: Step 3.4: Update final data matrix if ke, renr = Kpnar
then

0:
end
Dﬁnal — Dcurrent

0:

0:

0: Output: Final data matrix Dy, with n X Kgpa X €
features =0

E. Classification

The threshold for valence, dominance, arousal, and liking
was set at 4.5, thus we made them a binary classification task.
We will now train the model utilising massive amounts of data
as a training set and the remaining data points as assessment
data points. As a result, we used 60% of the data points for
training and 40% for testing. Instead, we performed 5 fold-
cross validation [40] for seven different classification models
using the boosting approach, selected the best features, and
then tested their accuracy. Ensemble machine learning tech-
niques [41], [42] use numerous learning algorithms to achieve
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more prediction efficiency than any of the constituent learning
algorithms could possibly achieve. Many prominent machine
learning techniques nowadays are ensembles. Random Forest
[43], [44] and Gradient Boosting Machine analyzing (GBM)
[45], [46] are both ensemble learners. Bagging and boosting
are both assembly methods that take a group of weak learners
(e.g., decision trees) and combine them to generate a single,
strong learner.

Stacking is an ensemble learning strategy that uses a meta-
classifier or meta-regressor to merge numerous classification
or regression models. The basic level models are trained using
a complete training set, and the meta-model is learned using
the outputs of the base level models as characteristics. The
basic level also includes various learning methods, resulting
in heterogeneous stacking ensembles. The following algorithm
describes the stacking effect. Below is a step-by - step expla-
nation of a basic stacked ensemble generalized model:

1) The set of trains is subdivided into 10 sections.

2) A base model (Random Forest) is fitted on 9 parts and
projections for the 10th part are made. This is done for
a part of a series of trains.

3) The base model (in this case, Random Forest) is then
installed on the whole data collection for the train.
Predictions are rendered on test set using this pattern.

4) Steps 2 to 4 are replicated with another base model
(GBM, GLM), resulting in a further range of train set
and test set predictions.

5) The train set predictions are used as characteristics
for constructing a new model. This model is used for
making final decisions about the set of test decisions.

For Stacked Ensemble Generalized Model (SEnGM): We

used Random Forest, GBM (Gradient Boosting Method) and
GLM (Generalized linear model) whose predictions are com-
bined by GLM as a meta-classifier. We get an accuracy which
are higher than individual classifiers.

Algorithm 4: Stacked Ensemble Generalized Model
(SEnG)

1: Input: Training set X, labels Y, base models
My, M, ..., My
2: Output: Stacked ensemble model Mg, cked
3: Divide the training set X into n sections:
Xl,X27"'7Xn
4: Initialize an empty list C'
5: for : =1 to n do
6:  Select n — 1 sections as the meta-training set:
T=X\X,
: for j=1to k do
8: Train base model M; on T'
Make predictions on section X; using M;:
Pi(j) = M;.predict(X;)
10:  end for
(1)’ P¢(2)v B

11:  Combine predictions P, . ,Pi(k) into a single

vector: ¢; = [Pl-(l),Pi(z)’ . "Pi(k)]
12 Append ¢; to C
13: end for

14: Train a meta-model M, on C using labels Y
15: return M, =0




Algorithm 5: XGBoost

by 32 channels that were mounted on each subject’s scalp.

1: Input: Training set X, labels Y, number of iterations 7", After watching the video, the subjects were asked by an

learning rate n, number of base models &

2: Qutput: Ensemble model M

3: Initialize ensemble model M = 0

4: Initialize residuals r =Y

5: fort=1to T do

6:  Compute gradients g and Hessians h for residuals r

7. Initialize base models My, M, ..., M}

8: for j=1to k do

9: Fit base model M; to training set X with weights h
10: Make predictions on training set X using M;:

PUY) = M;.predict(X)
11: Update residuals r = r — - PU)
122 end for
13:  Update ensemble model
M=M-+n- (M + M+ ...+ M)
14: end for
15: return M =0

Valence (negalive-positive)
= - B - T~ B -
, 2e0 PG P HeGF

Fig. 3: Online self assessment tool [47]

III. RESULTS

A. Data description

The freely accessible online emotion data set called DEAP
data set is used in this analysis to measure the emotion
from the physiological signal. The sampled, pre-processed,
segmented data set was used in pickled Python / numpy
formats. In this set of data 30 subjects (S1 — S32) are shown
40 music video clips which should stimulate different types
of emotions. After 20 trials the 40 video clips have been
replicated for 40 trials with a brief pause. During the pre-
processing period, the length of each video is 60 secs A
planning time of 3 s was applied to each music video, and
therefore the overall time of each video changed to 63 s.
While viewing the video clip the EEG signals were captured

online assessment tool to rate the video clip, which contents
questionnaire to underpin the state of emotion at the time.

B. Evaluation by Performance measures

The efficiency of the proposed approach has been measured
with the following measure.

1) Confusion Matrix: A confusion matrix is a table often
used to define a classification model’s (or “classifier””) output.

2) Recall and Precision: Precision-Recall is a useful
measure of predictive success when the classes are extremely
imbalanced. Precision is a measure of the relevance of the
results in information retrieval, while recall is a measure of
how many genuinely relevant results are returned. Recall
(R) is defined as the number of true positives (Tp) plus the
number of false negatives (Fn).

_ T
- T,+F,
Precision (P) is defined as the number of true positives

(Tp) over the number of true positives plus the number of
false positives (Fp).

R ®)

T, +F,

3) FI Score: A statistical indicator of binary classification
is called F1-score or F-score or F- measure to indicator the test
accuracy. To calculate the score, we must find the test’s recall
(R) and precision (P) value. The Fl-score rule is as follows;

PxR
P+ R

4) ROC Curve: Diagnosis of the receiver operating
characteristics by ROC curve. This is a graphical plot that
shows a binary classifier system’s output calculation, as its
threshold for discrimination is varied. The ROC curve is
generated by the plotting at several threshold settings of the
true positive rate ( TPR) against the false positive rate ( FPR).

(6)

(7

F1 — score =

T
TPR=—2__ 8
Tp+ Fn ©
F
FPR=—2 9
Tn + Fp ®

C. Result 1 (Comparison with other Feature Selection
Method)

The data includes strongly correlated features. We’ve re-
moved characteristics with an absolute correlation of 0.90 or
greater. As a result of high correlation with other features 21
features are removed. It constructs a model repeatedly, and
eliminates features of low value. We measured precision on
the specific subset and got full precision with 8§ attributes
(Table 2). For liking 11 Features are selected by calculat-
ing accuracies on all possible subsets of 15 attributes. For
arousal 16 Features are selected by calculating accuracies
on all possible subsets of 27 attributes. For dominance 18



Features are selected by calculating accuracies on all possible
subsets of 20 attributes. And finally for valence 7 Features
are selected by calculating accuracies on all possible subsets
of 7 attributes. Table 2 describes the collection of features
after introducing three approaches for each range of emotions.
There are primarily two types of systems for choosing features.
Filter and Wrapper. Wrapper methods [48] use learning to
notify search by algorithm across the space of the feature
subsets are mainly two types of feature selection method is
available. Filter and Wrapper Method. Wrapper methods [48]
search through the space of feature subsets using learning
to inform search by the algorithm [49]. They calculate the
learning algorithm’s estimated accuracy for each function that
can be added to or removed from the subset of features [49].
Therefore, an induction algorithm is “wrapped around” the
feature collection, such that the operators’ bias that determines
the search and that of the induction algorithm interact strongly
[50]. Several common examples of wrapper methods include
forward feature selection, backward elimination of features,
recursive elimination of features, etc.

Forward selection [51] is an iterative process by which we
begin without any feature in the model. We keep adding the
feature in each iteration that improves our model better before
a new variable is introduced that does not improve model
performance. In backward elimination [51]-[53], we begin
with all the features and at each iteration, we remove the least
significant feature which improves model performance. We
reiterate this until no development is noticed on the removal
of features.

Another popular method is The recursive Feature Elimina-
tion Method [54] . This is a greedy technique in optimization,
which seeks to find the highest performing subset in apps.
It constantly generates templates and sets aside the better or
worst performing function at each iteration. This develops the
next iteration with the traits to the left before all traits are
depleted. Instead, it lists the applications according to their
elimination order [52].

The biggest downside of wrapper methods over filter meth-
ods is the former ’s computational cost, which comes from
calling the induction algorithm for each set of features to
consider. This expense has motivated some researchers to build
innovative methods to speed up the assessment process [55].

Although wrapper models require optimizing a predictor as
part of the selection process, filter models rely on the training
data’s general characteristics to select features independently
of any predictor [49]. Some of the popular filter methods are
Correlation, Mutual Information, Relief, etc.

Correlation is described as the linear relationship measure
between two quantitative variables, such as age and body size.
The correlation you may also describe is a measure of how
strongly one variable depends on another. If two variables are
highly correlated between themselves, they focus on providing
redundant target information. Essentially, with only one of the
redundant variables, we can make an accurate prediction of the
goal. The second variable does not add additional information
in these situations, so eliminating it can help reduce the
dimensionality and also the added noise.

Features can also be selected based on Mutual information

which is a measure of the two variables being mutually de-
pendent. It tests the amount of information gained concerning
one variable by analyzing the other variable. In other words, it
decides how much we can learn about one aspect by knowing
another — it’s a little like correlation, except it’s more general
about the shared knowledge.

Another popular method for binary classification that gained
attention is Relief Method. Kira and Rendell [56], [57]
proposed the initial Relief Algorithm inspired by instance-
based learning [58], [59]. Relief tests a proxy metric for each
product as an independent appraisal filtering product collection
mechanism which can be used to calculate the ’quality or
‘relevance’ value to the target group.

We have tested each aforementioned method on our data set
and noticed that the features selected by a single method is not
able to perform well, wherever our method of feature selection
is performing way better. Table 3 summarizes the comparison
of classification accuracy of our proposed classifier along with
the feature selection method that we followed and the other
conventional method of feature selection. The ROC curve in
Fig 5 and Fig 6 shows that selection of features step by step is
improving classification accuracy for all the classes rather than
applying a single wrapper or filter method. In the seven feature
selection algorithms, the average classification accuracy of
the proposed Correlation-Mutual Information-RFE algorithm
is still the highest, which also verifies the advantage of the
algorithm’s performance.

Result-2 (Comparison of performance with different number
of features)

Another experiment is done with a different number of
features to test how much the accuracy is improved after
each step of the proposed method. Next, we’ll check with
52 features. This ensures no set of features will be added and
we must feed all the 52 features into the classifier. Here we
have used a Random Forest classifier for the classification of
emotion in four scales namely valence, arousal, liking, and
dominance. Here also the threshold value is kept as 4.5.It
can be proven from Table 3 that the precision is marginally
increased as the number of functions reduces. Despite the
reduced number of features the time to get the output is often
significantly decreased. While there is no radical improvement
in the classifier’s accuracy with a decreased number of settings,
the algorithm is fast and with 8 chosen features, the response
time is cut.

D. Result-3 (Classification Quality Comparison for different
classifier)

For Valence, Arousal, Dominance, and Liking we held
threshold 4.5 and made them a binary classification issue.
By using 5 different classification models with boosting tech-
niques and selecting the best features, we did 5 fold-cross-
validation, and then measured the accuracy for each one.

Of all 4 classes, we implemented 7 different classification
models such as Bayesian, Knn, SVM, C4.5, Decision tree,
GBM, Random Forest, and XGBoost and the best accuracy
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Fig. 4: ROC curve for Valence, Arousal, Liking and Domi-
nance obtained from various types of Filter method and our
proposed method. From the comparison of ROC curve it can
be shown that our proposed feature selection is performing bet-
ter than Correlation, Mutual Information and Relief Method.
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nance obtained from various types of Wrapper method and
our proposed method. From the comparison of ROC curve it
can be shown that our proposed feature selection is performing
better than BFE, FFS and RFE method.
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is from the Stacked Ensemble system. The performance
measures i.e the value of confusion matrix, recall, and preci-
sion, Flscore, FPR, and TPR for every classifier along with our
proposed method are shown in Table 2 for valence, arousal,
liking and dominance. The summary of the comparison of
accuracy for all of the classification techniques is described
in Table 5. The ROC curves for valence, arousal, liking, and
dominance from the above-mentioned classifier are shown in
Fig 6.

E. Result-4 (Related Work and Comparison with our work)

To compare our work we have selected recent related work
(Table 7) in which the machine learning methods are applied
and tested on the same data set we have used. They tried
to find the best emotion prediction approach by adjusting
the number of channels, using different signal processing
methods, and applying various types of ML techniques. We
have therefore agreed to compare our proposed method with
them to ensure that our method provides better accuracy than
the most promising classifier. In Table 5 we have briefly
described all the works started earlier and this suggests that
with our feature selection approach and our classification
methodology the model can classify the emotion into four
scales i.e. valence, arousal, dominance, and liking, and also
with reasonable precision given the signals coming from all
the 32 channels.

IV. RESEARCH CONTRIBUTION OF THE WORK

The popular techniques for emotion recognition include
very few emotions by selecting signals from the channels
responsible for those emotions only. But the human brain is
so complex to understand when it comes to emotion. Also,
the previous works had considered a few machine learning
techniques to classify the emotion. Also, they have not
considered all the emotions and there is no single technique
is available to classify a maximum number of emotions in
one go with sufficient accuracy for all of them. The proposed
system can do all of the operations mentioned above. In the
following, we have discussed the research contribution of the
work with the reason behind doing so.

A. Why it is important to consider the signals coming from
all of the channels?

Because to develop all the possible emotions the whole
brain is responsible. Some part is responsible for happiness
and a totally different part is responsible for calmness or
sadness or there may be some parts that are common for
two different emotions but not the whole part. So if someone
wants to classify a maximum number of emotions s/he should
consider all of the channels. In this paper, we have classified
emotions in four scales. As this is a binary classification
problem so for 4 scales we are getting 4*2=8 emotions
classified accurately.

B. Why our feature selection method is unique and accurate?

To reduce overfitting, and running time and for better
accuracy selection of proper features is very important. In this
work, we have followed three steps to select the right features
for classification. Three steps involve three types of feature
selection methods. There are so many methods out there
that give better accuracy if the highly correlated features are
removed. So first we removed the highly correlated features.
Next, we ranked the features by importance. The information
gain is measured for each feature and based on that value we
selected the best subset of features. Finally, we have applied
the recursive feature elimination method. This method removes
the attributes recursively. And then build a model with the
rest of the attributes. To evaluate the model random forest
algorithm is applied in each iteration. And thus it gets all the
possible subsets of the attributes. So the combination of these
three steps selects the best features to improve the performance
of the classifier by getting accurate results and it is a novel
idea.

C. Why the accuracy is better with stacked ensemble-based
classification?

Ensemble learning improved the accuracy as it involves
many classifiers and the outputs coming from all of those
classifiers are combined and fed into a meta-classifier. So
it is obvious that it will give much better results compared
to each of them. The ensemble method also helps to reduce
bias (boosting), and variance (bagging) and thus increases the
stability of the classifier. Stacking adds an advantage by adding
the ability to improve predictions.

V. CONCLUSION AND FUTURE WORK

The proposed feature selection method increased classifica-
tion accuracy. This experimental feature selection approach
and Stacked Ensemble method provides 83.3 percent, 84.2
percent, 85.23 percent, and 86.42 percent accuracy for valence,
anxiety, like, and superiority, respectively, which is better
than most traditional classifiers accuracy. We hope that this
analysis can be useful in the future to discover and develop
new approaches for classifying human emotions that can help
to discover new approach of man machine interaction. They
will figure out certain types of feelings for future research.
In addition, with different feelings, various important factors
such as gender, age, and race should be weighed too.

In addition, considerations such as personality variations
and temporal development will be recognized to make the
automatic emotion detection models adaptable. Neural net-
work research and teaching are challenging of mixed emotions.
In potential research, this can be changed. The variability
in the human emotional patterns must be acknowledged in
the design. For different situations, the time dependency of
the occurrence of emotion needs to be studied further and
tested for improved results of the automated model of emotion
recognition. We will aim to incorporate further BCI change
in our future research which we are creating. We evaluated
our concept here using just a machine learning algorithm. We
should seek to gain greater precision in the future by applying
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Fig. 6: ROC curve for Valence, Arousal, Liking and Dominance obtained from 7 different classifiers and our proposed method.
From the comparison of ROC curve it can be shown that our Stacked ensemble model is performing better than other state of

the art techniques

TABLE III: Comparison of performance with different number of features

Number of features Classifier Valence | Arousal | Dominance | LIking
52 (Total no of features extracted) Random Forest | 0.73214 | 0.7023 0.69624 0.74149
After removing redundant features Random Forest | 0.73521 | 0.7236 0.69568 0.74267
Once redundant features

are eliminated and IG-based Random Forest | 0.73987 | 0.72759 | 0.69789 0.74365
features selected

Once redundant features

are eliminated and IG-based features | Random Forest | 0.84758 | 0.83254 | 0.80368 0.84512
chosen and RFE system implemented

a modern methodology. We will also study the Deep Neural

Networks’ success in detecting emotion.

[11 N. P. Friedman and T. W. Robbins, “The role of prefrontal cortex in
cognitive control and executive function,” Neuropsychopharmacology,

pp- 1-18, 2021.
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