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Abstract

Network security is experiencing huge challenges as network attacks on traffic data
become more frequent and sophisticated. In this paper, we employ hybrid deep learn-
ing models and low-rank approximation to present a novel method for multi-label
categorization of network assaults on traffic data. Our suggested solution, LR-CNN-
MLP, consists of three models While the CNN and MLP models extract features and
categorise data, respectively, the low-rank approximation model reduces the input’s
dimensionality. Overall, by combining hybrid models and low-rank approximation,
our proposed LR-CNN-MLP approach provides a promising solution for multi-label
categorization of network attacks on traffic data.
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1 INTRODUCTION

Because of modernity’s rising reliance on digital technologies such as mobile phones, Windows PCs, and possibly other linked
equipment that make up the Internet of Things, society is more vulnerable to a variety of hostile, targeted attacks [1]. Multi-
task learning, which tries to manage multiple distinct computing tasks simultaneously, is a growing subject of study in machine
learning applications. This is because various circumstances frequently require the execution of many tasks [2]. To classify
something, one must draw inferences about the label or labels that should be ascribed to future events based on previous expe-
rience and knowledge. An successful learning approach involves input and output properties. A label, a class, or a collection of
labels that are associated with each instance of the dataset are the output features of a classification process in which the input
attributes serve as discriminating predictors. Every dataset in the single-label classification method will have the same output
attribute [3]. Binary classification also assigns each occurrence to one of two possible categories: if it fits in our category, we
code it as "one," and if not, we code it as "zero." Furthermore, multi-class classification produces a s Similar to binary classifi-
cation, multi-label classification uses an array of outputs to represent each occurrence. Depending on the situation, each output
can have the value 0 or 1. Every dataset instance uses an array with the same length, but each one has a different set of active
label combinations [4]. Single output attribute per dataset, similar to binary classification. Every instance in a multi-class clas-
sification can be assigned any value from a limited set of labels, not simply one or zero. Binary classifiers, on the other hand,
limit values to either one or zero. In contrast to binary and multiclass classifications, multi-label classification allows for several
output attributes per instance [5]. Similar to binary classification, multi-label classification uses an array of outputs to represent
each occurrence. Depending on the situation, each output can have the value 0 or 1. Every dataset instance uses an array with
the same length, but each one has a different set of active label combinations [6].Although shallow machine learning approaches
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were applied, the intended results were not obtained. Support vector machines, one of the several classical classifiers in use, per-
formed the best in multi-label classification. The problem with support vector machines is their inability to discriminate between
distinct class types that share the same label [7]. This challenge is solved or handled using deep learning classifiers. Deep learn-
ing has recently emerged as the most effective technique for representing data [8]. Deep learning methods train a neural network
with numerous layers to extract hierarchical patterns from unstructured data and give high-level, abstractive features for learn-
ing tasks [9]. In this study, a low-rank technique for multilabel classification on hybrid datasets is presented, taking into account
the parameters required to achieve the desired results while using specific pre-processing approaches [10].

1.1 Our Contributions
1. Using the created hybrid dataset as the basis for a new security hybrid deep learning model for IoT networks.

2. To achieve adaptive multilabel classification, test weight optimisation strategies with deep learning classifiers that use
low rank matrix factorization.

3. The findings were generated using the multi-label classification method.

2 RELATED WORK

The authors suggested a low-rank representation method for multi-label classification based on the Inexact Augmented Lagrange
Multiplier. When used in conjunction with low-rank representation, the following strategy produced better results. Preprocessing
procedures are not used. The approach used was shown to be inadequate for single label occupations and simple data [5]. In a
similar vein, the challenge of filling a single label is addressed by filling multiple labels, which also removes noise and outliers
without increasing computing costs. the application of the same methodology and data cleansing technique, except in the case
of the missing coefficient matrix [6]. Although the parameters lamba 1 and lambda 2 are not systematically established, the
coefficient matrix is created by the normalisation pre-processing of the linearized alternating direction method (LADM) [7].
The parameter lambda in [8] is produced by fixing the value using the alternate direction technique. For noise-free data with
independent labels, data cleaning and normalisation procedures are used. The matrix for data representation is still required.
Despite its low performance, the Wilcoxon signed rank approach in [9] is used to generate the data representation matrix without
the need for any pre-processing methods. Nonetheless, the low rank of the acquired samples in low-dimensional space is used
to generate a useful graph that may be used to capture local data without requiring pre-processing methods such as SAW,
TOPSIS, and MCDM procedures. Global information collecting remains vital [10]. The low rank representation methodology is
used without any pre-processing method to capture both local and global data samples; nevertheless, dictionary building is still
necessary [11]. The right dictionary is created by using normalisation to combine low rank with sparse matrix decomposition.
A single distribution does not completely eliminate noise, outliers, or anomalies [12]. The Manhattan Distance Mixture of the
Guassian distribution replaces the single distribution, but with fixed parameters such as lambda and beta equal to 0.1 [13]. In
contrast, no pre-processing procedures are utilised while creating a decision matrix with a low rank using the locally enhanced
low-rank prior method. It is assumed that the cardinality c and rank value r are unique [14]. A weakly supervised low-rank
representation technique is used in conjunction with a normalisation preprocessing technique to discover abnormalities and
noise in the data; however, a weakly supervised approach without low-rank representation is inapplicable [15].

3 PROPOSED METHODOLOGY

The following part describes the dataset, preprocessing procedures, low-rank matrix factorization, and multilabel classification.
The provided methodology clarifies how to merge two datasets. The findings are obtained utilising the baseline model and a low-
rank technique on the combined dataset, which employs hybrid deep learning models such as CNN-MLP. UNSW NB 15 [4] and
BoT-IoT [3] security datasets were chosen for their capacity to handle multi-label problems. The first stage of data preprocessing
includes merging the two incursion datasets using the column "label." A hybrid dataset, which includes all of the observations
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from the combined data sets, contains 182000 observations. When it comes to missing and redundant data, cleaning it up is the
first step. to use discretization, the second preparation procedure, on the pooled dataset. Each feature’s value range is consistently
and linearly mapped within the [0,1] intervals using a normalised processing method, which facilitates arithmetic processing
and dimension reduction.

FIGURE 1 Proposed Methodology LR-CNN-MLP

After creating the hybrid dataset and using the three pre-processing procedures, the features were computed using covolutional
layers. The flatten layer transforms two-dimensional feature maps into linear forms. The information was transmitted using
backpropagation and a multilayer perceptron. The dropout layer will choose which information to leave behind and which to
keep. Based on the dropout layer’s output, the dense layer is used to classify the number of classes. As a result, the same label
is output and assigned to a variety of classes, providing the desired results.
The TCP and OSI models are combined to form the four layers of the Internet of Things. Because the network layer is vulnerable
to several types of attacks, such as DoS, DDoS, MITM, and others, it is where information is transmitted. The hybrid dataset,
which includes the BoT-IoT and UNSW NB 15 datasets, is used to identify the classes that originate the shared label in the multi-
label classification issue, in which numerous classes share a common label. Pre-processing methods are classified into three
categories: normalisation, discretization, and data cleaning. The hybrid dataset, formed by integrating the two datasets, contains
redundant data, inconsistent values, and missing values. Missing values are filled in utilising data cleaning procedures, either
manually or by using column mean values. The dataset contains nominal and category values. A discretization pre-processing
technique employs discrete values, allowing maximum boundaries to be induced on a sorted list. The normalisation procedure
is used to eliminate outliers and repetitive data. The next step is to use a correlation function to select attributes that are highly
reliable. The dataset is now divided into 80 for training and 20 for testing, following the 80/20 rule. To construct a low rank
matrix, 80 training data of strongly correlated characteristics are factorised using k cross fold stratified validation and factor
matrices 1 and 2. Reconstructed data is then obtained. Next, feature mapping is used to move input between convolutional
layers. When converting multidimensional input to one-dimensional input, the flatten layer is used. The one-dimensional input is
acquired and fed into a multilayer perceptron to achieve non-linear data separation. The dropout layer removes some superfluous
inputs while leaving the other inputs unaffected.

Our proposed strategy, shown in Figure 5, improves multi-label classification performance on CSV datasets by combining
the advantages of CNNs with low-rank matrix factorization. The MF-CNN architecture has two components: the convolutional
neural network layer and the matrix factorization layer. The matrix factorization layer decomposes the original input matrix X
into two low-rank matrices, M and N, using either singular value decomposition (SVD) or non-negative matrix factorization
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(NMF). The decomposed matrices M and N represent the latent qualities of the input data, and can be used to train the CNN
layer. After receiving the deconstructed matrices M and N, the CNN layer employs pooling and convolutional techniques to
extract high-level features from the input data. The acquired characteristics are then processed by a fully connected layer using
softmax activation to produce the final multi-label classification results. Different convolution kernels can be applied to each
layer of a CNN to create unique feature maps. On the next layer’s feature map, each group of neighbouring neurons is associ-
ated to a neuron. After the feature map has been constructed, each spatial position in the input has the same kernel. Following
a few convolutional and pooling layers, classification is performed using one or more totally linked layers. CNN manages these
commonalities by using lower-level information to build unique higher-level traits. Pooling layers aggregate similar feature val-
ues computed at numerous places using a fixed value. The pooling layer may handle anomalies with different distributions.The
localization and pooling capabilities of the CNN can improve anomaly detection performance. The locality features of convolu-
tional layers protect the model from the effects of noise on data. Convolution layers’ recovered features are thus noise-resistant.
The difficulty of traditional shallow learning approaches to distinguish between benign and deviant data is due to the lower level
equivalence of their created properties.The deep CNN retrieves significant properties from input data by leveraging its weight
sharing property, which delivers speed advantages. To avoid overfitting, we utilise a dropout approach to randomly remove neu-
rons from the model’s training. An MLP is a feedforward neural network with many layers of nodes. After receiving input from
the previous layer, each node in a layer uses an activation function to generate an output, which is then passed on to the next
layer. The final layer generates the network’s forecast.

4 RESULTS

This section discusses the experimental findings on the two datasets. On hybrid datasets, CNN and MLP classifiers were used
to achieve the necessary accuracy for multi-label classification. The experiment was conducted with different learning rate
parameters. The experiment at first has been done on LR-CNN. In optimisation, the learning rate function determines the step
size at each loop with the lowest loss function. When using low rank CNN with the provided methodology, 150 epochs with a
learning rate of 0.020 yield the best results with 94.26% accuracy.

TABLE 1 Multi-label Classification Results on proposed methodology (LR-CNN)

LR Precision Recall F1-Score Accuracy
LR1=0.0010 .888 .920 .904 92.45
LR2=0.0015 .902 .916 .901 91.44
LR3=0.0020 .891 .926 .909 94.26
LR4=0.0025 .889 .924 .907 93.21

TABLE 2 Multi-label Classification Results on proposed methodology (LR-CNN-MLP)

LR Precision Recall F1-Score Accuracy
LR1=0.0010 0.943 0.975 0.959 96.12
LR2=0.0015 0.956 0.97 0.963 96.84
LR3=0.0020 0.944 0.979 0.961 98.17
LR4=0.0025 0.942 0.978 0.960 97.91

Table 1 displays the results of the suggested multilabel classification methods (LR-CNN). Various learning rates were utilised
in the experiment. The learning rate of 0.0020 produces the best results, with precision of.891, recall of.926, f1-score of.909, and
maximum accuracy of 94.26%. Table 2 displays the results of the suggested multilabel classification methods (LR-CNN-MLP).
The experiment was repeated with varying learning rates. The learning rate of 0.0020 produces the greatest results: precision
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of.944, recall of.979, f1-score of.961, and maximum accuracy of 98.17%. LR-CNN and LR-CNN-MLP produce the greatest
outcomes with a learning rate of 0.0020. As a result, no effect from different learning values has been seen. For comparison the

FIGURE 2 Comparison of Accuracy of Different Deep Learning Classifiers

experiment has been performed on CNN, CNN-MLP alone along with LR-CNN, LR-CNN-MLP.

5 CONCLUSION

The low rank approximation and hybrid deep learning models used in the LR-CNN-MLP technique provided a revolutionary
way to multi-label categorization of network attacks on traffic data. The technique combines the benefits of three distinct models:
the low rank approximation for data reduction, the multilayer perceptron for classification, and the hierarchical convolutional
neural network for feature extraction. The experimental results showed that the suggested LR-CNN-MLP strategy outperformed
numerous cutting-edge techniques currently used for multi-label categorization of network assaults on traffic data. Furthermore,
the results revealed that hybrid deep learning models greatly increased classification accuracy, particularly on difficult and large
datasets. Overall, the LR-CNN-MLP approach offers a promising solution for multi-label categorization of network attacks on
traffic data. This method is predicted to increase classification accuracy in other fields as well. Future aims include applying
hybrid deep learning models to additional security-related traffic datasets and deploying the following strategy in real-world
scenarios when detecting a specific attack type is necessary.
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