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1 | INTRODUCTION

In recent years, multi-agent systems (MASs) have become a hot topic in the control field due to their wide applications in
practical engineering, such as manufacturing', robotics, unmanned aerial vehicles®#=, formation control of spacecraft®, sen-
sor networks”®, etc. Compared with single control systems, the multi-agent systems, which are composed of a finite number
of agents with perception, reasoning and decision-making capabilities, can perform large-scale complex tasks by designing a
suitable control protocol based on mutual communications between the agents, and it has outstanding characteristics, including
high reliability, resource sharing, good real-time performance, strong flexibility, and so on. For the multi-agent systems, a fun-
damental problem is how to design an appropriate control strategy such that each agent continuously adjusts its own behaviours
in light of information from a leader and its neighbour agents, and make the state of all agents eventually reach a identical
value or agreement, which is called as the consensus problem. Moreover, the consensus issue commonly can be classified into
leader-following consensus problem® and leaderless consensus problem'. In'll, a leader-following consensus tracking issue
was addressed for linear multi-agent systems with external disturbances. Considering a fact that most real systems contain non-
linearities, a distributed consensus scheme for nonlinear multi-agent systems was reported in'lZ. It should be noticed that control
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signals are transmitted by using a periodic sampling way in the above consensus algorithms, which probably results in the exces-
sive consumption of both communication and computation resources of the network. In addition, some significant information
may be missed when communication resources are limited.

To deal with the above-mentioned problems, event-triggered control strategies have been reported in , which is distinct
from the time-triggered control strategy. Specifically, control signals under the latter one are updated at the end or beginning
of each time interval (time-triggered control has the same trigger interval), whereas control signals of the former are updated
only when the deviation between the desired states and the current states violates a predefined threshold. In2, the superiority
of event-triggered control strategy was verified, where the triggered condition was set as a fixed threshold value. Note that
this event-triggered control strategy is not suitable for some practical cases especially when the present state deviates from the
expected state in a short time interval. In'l, an improved event-triggered control strategy with dynamic triggered condition was
reported, which can adjust dynamically the time to update controller and enhance system performances. Nevertheless, the above
event-triggered control strategies are developed with the assumption that the closed-loop systems have input-to-state stability
with respect to the measurement errors, and to ensure this assumption is difficult. By designing simultaneously triggering events
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and adaptive controllers, the authors in''Z proposed an event-triggered fuzzy adaptive control strategy for nonlinear systems,
which successfully avoided such an assumption. Following the work''Z, several fruitful and crucial results were developed for
multi-agents systems 81220212223 \which can well balance communication resources and system performances. For example,
in“!, an adaptive event-triggered dynamic surface consensus control strategy was reported for uncertain multi-agents systems
with unknown external disturbances, and good tracking abilities was gained. In2, the filtering errors in*!' were eliminated by
constructing a compensation signal.

On the other hand, due to the requirements of safety regulations and physical restrictions, the output constraints problem is
often encountered in real engineering, and poses a challenge to the design of controllers. A widely used approach to solving the
output constraints problem is the barrier Lyapunov function (BLF) strategy 223261272829 " which creates a scalar function and
transforms the output constraints into error constraints. In fact, there exist two restrictions in the above-mentioned BLF-based
schemes: (I) These BLF-based schemes depend on the the feasibility conditions of virtual controllers, namely, such schemes
need to find a set of optimal parameters such that virtual controllers are maintained within predefined constraints areas, which
increases design difficulties. Besides, such optimal parameters may not exist when the predefined constraints areas are small.
(IT) These schemes can only deal with constrained systems and cannot be directly applied to unconstrained ones. A specific
example is a robot sometimes working in a free (unconstrained) area and sometimes working in a narrow (constrained) realm,
requiring that both constrained and unconstrained cases need to be handled under a unified framework. To remove the feasibility
conditions, in®*%31, two different types of mapping techniques were developed. By applying such techniques, the unconstrained
systems models of the original constrained systems are constructed, which reduced the design difficulties. However, the above
methods are still subject the restriction (II). Recently, some improved mapping techniques were developed in433, and the
proposed strategy can be applied to both constrained and unconstrained control systems without changing the control structure,
where the unconstrained case is considered as a constraint function tends to infinity. Although these methods are not limited by
restrictions (I) and (I), they are not applicable to multi-agent systems, due to the existence of interactions between agents and
between agents and leaders, which inspires this study.

Inspired by the above discussions, this paper investigates an adaptive event-triggered leader-following consensus control issue
for nonlinear multi-agent systems with unmeasured states and output constraints under undirected communication networks.
Firstly, a fuzzy state observer is constructed to estimate the unmeasurable state. Then, based on this observer, the nonlinear
mapping technique, the command filtering technique and the event-triggered mechanism are combined into the backstepping
design process such that the proposed control scheme is able to ensure that the system output remains within the given constraint
interval. Compared with the existing methods, the main contributions of this paper are concluded as follows:

(1) An adaptive event-triggered output-feedback consensus control scheme for nonlinear multi-agent systems is proposed,
which can handle both cases with and without output constraints under a unified framework and guarantee the system to be
eventually stable. Besides, an event-triggered mechanism with time-varying thresholds is introduced to balance communication
resources and system performances, and the assumption that the closed-loop systems have input-to-state stability with respect
to measurement errors is removed.

(2) Different from existing methods in literature=822505L for dealing with state constraints, an improved nonlinear mapping
method is used to solve the output constraint problem, which allows the designed controllers to be applied in both the cases
without altering the control structures and the feasibility conditions of virtual controllers are eliminated in this work.
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The remainder of this essay is organized as follows. In Section 2] the MASs system is described in detail, and the problem
under study is formulated. The state estimator, the adaptive event-based triggered consensus controller and the stability analysis
are given in Section[3] In Sectionfd] gives a Numerical simulation example. The important results are summarized in Section

2 | PROBLEM STATEMENT AND PRELIMINARIES

2.1 | Undirected Graph Theory and Notations

To address the distributed consensus problems and model the interaction networks between agents and between agents and
leaders, a graph theory is used in this article similar to the work? . To facilitate, some symbols and basic graph theorems are
repeated here.

The undirected graph that contains one leader and N followers is set as G = (V, E, A), where V' = {V1 Voo, Vn} expresses
the nonempty set of nodes (agents), E C V X V stands for an edge set of G, A = [ a; j] € R™" represents a weighted adjacency
matrix. Because G is an undirected graph, the edge (V;,V;) € E is equivalent to (V},V;) € E. The aggregation of neighbors of
nodes i can be denoted as N, = {V |(V;, V) € E,i # j} Each element of the matrix A can be specified as a; ; =0ora;; =1,
if a;; = = 1, which mean that the information can be transferred from node i to node j, otherwise a; = =0. Obv10usly, it easﬂy can

be get thata; ; = a;; = lora;; = a;; = 0 for undirected graph. By setting the degree matrix as D = diag {dl, d,,...d } € R™"

and letting its each elements as d; = Z a;
j=1

pinning matrix is configured as B = diag { Hys Moy oons ,un}. The node i (follower) can communicate with the leader when y; = 1,

if can not, then y; = 0.

;j» then the graph Laplacian matrix can be defined as L = D — A. Moreover, the

2.2 | System Descriptions

Consider the MASs including a leader and M agents (followers), and each follower is described as

xi,p = xi,p+1 + ¢i,p(£,‘,p) + di,p
X, = m;(u;) + d’i,n(ii,n) +d,, M
yi=xl.’1, p=1,2,...,n—1,

where i = {1,2, ..., M } denotes the i-th agent and M is the sum of the used agents, X, = [xi,l’ X0 eees xi,n]T € R" and system
states x; , is unavailable, and y; € R stands for the system output of the i-th agent. ¢, ,(¢) : R? — Rrepresents the unknown and
smooth function, and d; , € R expresses the unknown exogenous disturbance. The control input ; is subjected to the nonlinear
asymmetric dead-zone m,(y,). Following work“%, the relation between m;(u;) and y; is described as

piuy =) it w > hy,
m;(u;) =4 0 if —h;,; <u, <h;, 2)
Pigu+hi) if u; < —hy,

where h;, > 0 and i ;, > 0 express the breakpoints, and p; ., > 0 and p,; > 0 are respectively left and right slope characteristics
meeting p; . # p; ;. To facilitate analysis, the dead-zone model can be rewritten as

my(u;) = p(Ou,(1) + H(1) )
where
pny=4 P =0 “)
! piy ;>0
and
_pi,rhi,r u; 2 hi,r
H(t) =13 —pOu,(t)  —hy <u, <h,, ®)

pishi, u; < —h;
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Note that, there exits a constant ﬁi satisfying H,(t) < ﬁi, and ﬁi = max{pi!,hi’,, p,-!,hi’,}. Define p;, = max{p,-,r, pi’,} and
p = min{pi v Pi ,}. Also, from work™®, we can find that
—_i ” »
(1)
2O _ ©)
2
where r;(7) is a positive piecewise function satisfying r;(r) < % — 1. Combining (3) and (6)), the dead-zone model can be

—i

reformulated as

m;(y;) = Ei(l + r;(O))u; (1) + H(1). @)
In addition, the system state x; ; is limited to a certain zone, which is depicted as follows:
Q, = {x;1() € R: —L;;(1) < x;,(1) < L;,(©)}, Vi>0; (8)

where L; |(7) and L, ,(#) are known functions, and represent the upper and lower boundaries of the system state x
The initial condition of the system state x; ; meets the condition — L, ;(0) < x; 1(0) < L;,(0).

The main objective of this paper is to design an adaptive consensus control strategy that can uniformly handle both the
situations with and without output constraints, which not only ensures that the system outputs are maintained within the limiting
intervals during the operation of system, but also balances control performances and communication resources of system. For
this, the following theorems and assumptions are essential.

respectively.

il

Assumption 1. M agents are connected and their communications protocol is fixed. Besides, in whole controlled systems, at
M

least one follower is able to communicate with the reference signal y,(7), i.e, Y. u; > 0
i=1

Assumption 2. The expected trajectory function y, and its derivative functions y,, ji, are bounded and available. Besides, y,
meets |y,| <min{|L,,|,|L;,|} . Without loss of generality, there is a constant meeting Q; = {(vy, 4. ¥y) : Yg+Vq+¥s <Y, }.

Assumption 3. For the restriction functions for each agent, there exist constants ZM >0, Zi,2 > 0 to meet |Li’1(t)| < Zi,l and
|L;»(t)| < L;,, respectively.

Assumption 4. If the unknown function ¢, , (+) meets the global Lipschitz condition, then, for Vx, , € R? and VX, , € R?, one
can find a constant H, , satisfying the following inequality

bi(x,,) = i&,)| < Hy 2, - %,

', p=1,2, ... n )

where ||¢|| stands for the two-norm of a vector, and gip = [X 1, X0 % p]T € R? denotes the estimation of vector X, =
- . .
[X; 15 X250 X; 17 € RP.

Lemma 1 (33), Suppose that g(y) denotes a smooth function defined on a compact set ©. Then it can be approached by a fuzzy
logic system, which is expressed as

sup [g(x) — HT(/)(;()| <p (10)
YEQ

where f denotes the approximation errors and it is a constant. Meanwhile, 8 = [91,92, ...,9,]T is the weighted vector and
!
o(y) = [sl( 10552015 e 54( )()]T / > s;(x) is the basis function vector, in which / represents the amount of fuzzy rules and

i=1
—(x=0)" (x=w,)

5;(x) expresses the Gaussian function. In general, the Gaussian function can be selected as s;(y) = exp( Vv ), where
¢, is the breadth of the Gaussian function and o, = [a)i’l, ;25 s a)i,,] " indicates the center vector. |
Lemma 2 (3%). If 5 > 0 and # € R, then ones have
{ 0 < |£] - £tanh(%) < 0.2785b an
0< ftanh(g)
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2.3 | Nonlinear Mapping Technique

To handle both the situations with and without output constraints uniformly in a comprehensive control framework, a new
nonlinear mapping approach provided in work=? is introduced as follows:
&, = Lix;, + Lisrx;, . (12)
2Ly +x0)  2(Lin = x;y)
The discussions on function &; | can be divided into the following two situations:
Situation 1 : Based on Assumption if the system state x; ; meet x; ;(0) € Q, , then we can deduce that §;; — +co when
x;; = —L; () or x;; — L, ,(t). In such case, the system output has not overstep its restriction intervals for all time.
Situation 2 : According to L'Hospital’s rule, if L; (1) = L, ,(t) — oo, there existing

. L;ix;; Liyx;,
lim &, = + =X,
Liy=Li;—c0 2Ly +x;0) 2L —x;p)

which mean that the auxiliary variable &; | become the system state x, ; and the state x; | is unconstrained.

13)

Remark 1. The current control schemes dealing with output constraints in literatures=! relies on the boundedness of L; () and
L,;,(?). If there existing ¢, such that L, (t,) = L, ,(t,) — oo, then the above control schemes would fail, namely, these schemes
are only suitable for the constrained case. Nevertheless, the mapping approach provided in work>3 allows L;(t) and L, ,(?) to
be unbounded, which can meet both the Situation 1 and 2 and thus the reported scheme in work"? can be applied to the systems
with and without output constraints while the control frame is not needed to be modified.

3 | MAIN RESULTS

In this chapter, an adaptive consensus control strategy would be developed, which can be applied to the systems with and without
output constraints under a unified control framework. Firstly, considering the system state to be unavailable, a state observer
is designed. Then, by using a nonlinear mapping approach to construct auxiliary variables, the influence of output constraints
on the controller design is completely eliminated. In order to conserve communication resources, an event-triggered technique
with a relative threshold is designed to reduce the superfluous information transmissions. Finally, the related stability analysis
is given.

3.1 | Design of State Estimator

In this subsection, a fuzzy state estimator (FSE) would be designed to observe the unmeasured system states by utilizing the
system output and FLSs, which frees the developed control scheme from the restriction that the system states must be measurable.
The details are as follows:

In the first place, following the works=®, rewrite each agent model (T)) as

xi,p = xi,p+1 + A(»bi,p + d)i,p(zi,p) + ﬂi,p + di,p
xi,n = m(ui) + Ad)i,n + d)i,n(zi!n) + ﬁi,n + di,n’ (14)
Yi =X
where Ad)i,p = d’i,p(fip) — d)l—’p(&p), and &p is the estimation of X,
According to Lemma using the FLSs as an approximator to approach the smooth function ¢, ,(%, p), one has

N T .
®ip(%, 10:,) =0, @ (%, ). 5)
Design the optimal parameter vectors 9;‘p as

07, = argmin[ sup | (%, 10,,) = &by ,(%; )I]. (16)

N —i,p
GivaQ,-'p X, €8,

where €, , and E,, are the bounded compact regions of 6, , and &,p, respectively. Define the approximation error of FLSs to
approach the function ¢; (%, p) as

By =i (% ) — b (&

—i,p —i,p

167). 16,1 < B, (17)
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where ﬁ* > ( is a constant.
Then, the state observer can be built as

211_x12+91(p11(x 1)+lll(yl il)

')?i,p = lp+1 +9,pq01p(x )+llp(yl i,l) (18)
ﬁ”7=ndu)+9T¢”x&n)+hn0g 1),
Yi=%i,
where /; , > 0 is a constant.
=l . T
By constructing the matrix A = I, |and the vectors £, = [0, ¢, (R, ). 00,0, ,(%,,): - 0], 0,3, )] 5 L
=1, 0
[l tizs ol By = 0,0, 1], € = [1,0,...,0]"and &, = [%,, %12, - %,,,] " » one has
{A 25+KM+E+@MM 1)
1 —l

Note that, the selection about the parameter /; , should make the matrix A, to be a Hurwitz. Consequently, for an arbitrarily
given matrix QT = Q, > 0, there exists a matrix PT P, > 0 to satisfy the equation AT P, + P.A, = -20,.
By defining the observation errors as X. = x. — X. = [xl- 15X 00 eeens x[n , one has
=i =i =i > > )

X, =AX +e+Af+F+d (20)

where the vectors f; =[@bﬂm,"ﬁ A7 A, =[A¢”,A¢%HWA¢MFEE==Wﬂ¢mumxéggg@ﬂxn” T oG
and d; = [di,l?di,Z" " ,n] and the variable 9 =0;,-0,
Construct the Lyapunov function as
N
=Y v,=Y 1spx, 1)
i=1 =2
By differentiating V;), we can gain
Vi = —x Px + xTPx 22)
= _Ei Q,{i +§,~sz(5i +A¢, + F, +d)
By applying the Young’s inequality and Assumption[d we can achieve
- < |17 2 2
s Rag < 5] + SRl as] .
1 2 < P L s |
SE LIRS R N
&I P+ 2 Pd, < g ||+ 3B+ SR 24)
T < s 1R+ Zﬂ,p ” (25)

where ﬁ"‘ = [ﬂ;’:l, zZ’ e ﬁ:n] and dl.* = [di’fl, d;’jz, di’fn] . Meanwhile, According to definition of ®; p» 1L 18 true that 0 <
R

Substituting 23)-(23) into (22)), we have

Vio < %70, + G + 1||B| + 3| B zH BlE: H
(26)
2 * *
5 IR I + s 15 + 5 20,,, i
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In view of (21 and (26)), we can obtain
) N n 2
Vo< Zi-zlos + G+l Al+ RN 2 )]s
i= =

2.0 w2 112 &N AT
IRl 1™+ a: 15+ 3 X 05,0.,)
v A , @7
< (U@~ 3= 3I1BI = 3121 2 H2]x
i= p=

3B Ales I+ 11417 + 5 X 07,0,,)
p=1

2
~T ~ ~
where —X; Qiﬁ[ < _/lmin(Qi)Hii” :

3.2 | Controller Design

In this part, an adaptive controller would be constructed by using the backstepping techniques and the fuzzy state estimator.
To handle the output constraints, a nonlinear mapping approach is introduced. Meanwhile, an event-triggered mechanism with
dynamic threshold is utilized to conserve communication resources.

Before designing the controller, an auxiliary variable &, | described in (TT]) would be employed. By differentiating &, |, we have

i1 = MiaXiy 1Mo (28)
2, 2, L x%, —L,,x%,
i, + i, and . — i, i, i, i, .
Do e 2 2L ’7’;2 ALy+x)°  2Lip=x,) . o
In addition, the reference signal is required to perform same nonlinear mapping, which is shown as follows

L yq Liyy,

where 77, | =

V.= + (29)
"TO2Ly v 2(Lin =)
Differentiate y,, one has
Ve =Mia1Va + Mo (30)
_ Lzr,] LZ,,z _ Li,lyzd _Li,zyzd
where 7, 4, = ooyt T and 7, 4, = TR Ty
Based on &; | and y,, the detailed process of design is given here.
Step 1: Firstly, the following coordinate transformations are introduced
Si1 = 2 a; (& — &0+ 1y — v, 3D
JEN,
Sip=%Xi,— Ny, (32)
where 7, , will be explained later.
Calculating the derivative of s; | gives
8 = ( ) a; +ﬂi)§i,1 -2 a; ;&1 — Uiy,
JEN, JEN,
= (b + Mi)[ii,Z + 11 (hi,z ta, —a,+5,
qT 2 T S
+0;,9:. (Ei,l) +0,,0X, ) +eE; + diy) + 1] (33)

- EZ’:V a;; [nj’l(fcj’z +X;,+€;,+4d;,
J i

+éjT,1 %,1@,-,1) + GjT,l(/’j,l@j,l)) + ’1,-,2] = WY,
where b, = GZN 4,07, =0, - 0., and 91’,“,1 =0,,— 0 ;1- In addition, ; , is virtual controller, and 7, , is an auxiliary variable
JEN;
of first-order filter as follows:
Oiohin+ Ry = a5,
(34
h;2(0) = a;,(0)
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where 0, , is a constant, and the output and input signals of the filter are #;, and «;,, respectively. To eliminate the filtering

errors generated by filter, a compensation signal is constructed as follows:

41 = —8i14i1 + M1 (b + p)g;p + 11 (b; + p)(hy 5 — ;) — 1y tanh(g; ;)

where r; | and g; | are positive constants.
Constructing the compensation tracking errors as v;; = s;; — g;; and differentiating it, we have

Uiy = (b + 1) [’1[,1 (Si,Z + X5+ hi,2 ta,—a,+E+d;

T . 5T o . <
+‘9,<’1(Pi,1(£,-,1)) + 9,»,1(Pi,1(£,-,1) + ’7i,2] - ezz:v a;; [’7;,1 (xj,2 +Xjo
j

+e;,+d;; + é}:l(pj,l(zj,l) + ejT,lq’j,l@j,l)) + ’1,-,2] — Uiy~ [_gi,lqi,l
+1;1(b; + pi)gip + 11 (b + )Ry — ;) — 1y tanh(qi,l)]

'11 2
=(bi+/4i)’1i,1[12+0‘zz+d11+511+ 2+‘9T1(P11( )+‘9,T]‘Pi,1(£i,1)]

nj2 AT S
—/g]jv a i |X,+ %0 +4d;, gt t0,0,&)

+9jT,1 (Pj,l@j,l)] — WiYr + 8141 + 1y tanh(g; ) + 11 (b; + v, 5
Determine the Lyapunov-function as

Z(Uu"’ ,9T911+Z ’Jelel)

jEN
With the help of (36), the differential function of ¥, can be expressed as

N
Vi=W+ Z U {(b; + ppn; [aiZ + X5+ 9,-?1(9[,1@;,1)

'1:
+911(p11(x )+e,1+d,1+ -

Z a1 [’A‘j,z
n
X et d HTl(pj 1(x )+ 0700,
_ﬂin +8i14i1 t rz,l tanh(ql D+ ’7i,1(bi + 1)V }
—Z 77000 - Z Y 070,
iz i=1 jen, P
By applying the Young’s inequality, the following inequalities are gained

(b +;4)11,lu,1(x,2+sz) < [(b; + pun; yv;. l] + (x +x12)
(b + pn; v (€5, +€;,) < [(b; + Hi)rli,lvi,l]z + 5(”5[,1 ||2 + Hfj,l ” )
1 2
(b; + pm;v;,d;y +d; 1) < 5(”‘11',1”2 + ”dj,l ” )+ [(b; + ﬂi)”i,lvi,l]z

1 1
(b; + upm; yv; 11y tanh(g; ;) < 5[(bi + :ui)ni,lvi,l]z + 5’}2,1

(35)

(36)

(37

(38)

(39)
(40)
(41)

(42)
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Substituting (39)-@2) into (38), we can get

I/1 <%+thl{(b +/4)’711[ 12+9 l(ptl(x ])+0 l(pll(x 1)+'7,2]

- a,,n,l[ 81040500, )+ B = i g1 1B+ 1) )
je
N

_21_9,1 il Z Z ﬂueTl J1+Z (b +/")’7i,102i,1

i= ljeN
‘21 {H—~i|
i=

|}+22,1

<I/0+ZU11{(b +“)ntl[a12+911(p11(~x,1)+nlz]

*1

(43)

- zz:v i,jﬂj,l[xj,z + j,l(Pj,l(ﬁj,l) + ,7;?] WYy + 81y +1i1(b; + l‘i)Ui,z}

JEN, :

N
- 21 Ke,-ﬁ (91',1 = A;(b; + ﬂi)”i,lvi,l(/’i,l@i,l))

lN a,; ~ .
- 21}5(, #017‘:1 (01 = Bamavia @&, )

P :

N , N )
+ 21 E(bi + 4;) ’721‘,1U2i,1 + 21 {HE, 2 r, 1

i= i=

where d} [ L1 G qs eoees N’]] and €} | = [81‘1,52’1,....,61\[’1] )
If the v1rtual controller is built as
_ 1
T2 = G S = O e )~ R G
(44)
+(b+,4,),,,1 (Z au”f 1[ 719 1X =, 1)+ = +x12])
then, V; can become as
Vl < V()+ zvtl{ glll)l] + (b +/4) n 11U11+'711(b +M1)U12}
+Z{“ *1|}+2211
(45)
‘21 . ,-,1(91',1 A (b + l‘i)”i,lvi,l(l’i,l@;,l))
N
Constructing the following adaptive laws
9:’,1 = A1 ((bi + ﬂi)”i,lvi,l(ﬂi,l@i,l) - 71,195,1) (46)

00 =—B11(m1051951 = 0160,1) (47
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and substituting (@6) and 7)) into @3)) , we can gain

m<%+2wd&wM+w+umAwﬁm@+mmﬂ
B

_ZLélTl(ell ll(b +M)’7,1U,1(I’11(_,1))

*1

i=1 A
N
i AT ) S
-2 X i - 9} 1 (9 ﬂj,l”j,l”i,lfl’j,l(ﬁj,l))
i=1 jeN,; 7!

sg{-um<g,.>—§—é||a||2 e Z Sl

200 w12 ")
+HMHN&H+WM>+%§@ﬁW}

(48)

+ZU,1{ (gll (b +/4) n 11)Uzl+'711(b +M1)U12}
2

+Z{U I

+27119,|911 + 2 2 O-jlaljgjlajl

i=1 jEN,

Step p (2 < p < n—1): From (I7) and (3T), we can acquire the derivatives of s, ,

Sip = )ACI P hi,p
Riper + 1y = %) +0],8,,(&, ) —h (49)
= hi,p+l T Sip T — X T li,p(yi Xi, 1) + 9, » lp(x ) —
By introducing the following filter similar to Step 1, the specific calculations about the derivative of a; , are avoided

0, h,  + hi,
i,p"ti,p
hl,P(O) - al,p(0)9 (50)

where 9; , > 0 is a constant, and the output and input signals of the filter are 7, , and «;
impact caused by the filter, the following compensation signal is designed

; p» Tespectively. Besides, To remove the

- hl D+l gi,pqi,p - qi,p—l + qi,p+1 - ai,p+1 - ri,p tanh(qi,p) (51)

By combining (9) and @), the compensation tracking error can be formulated as
Ui,p = Si,p - qi,p (52)

Differentiating v; ,, results in

i,p®
Uip =3Sip—4dip
= Sip+1 + hl p+1 + X p+1 — Xipt1 + 05p¢i,p(§[’p)
+li,p(yi i,l) - hi,p - [_gi,pqi,p + hi,p+1 = % py1 (53)
_Qi,p—l + qi,p+1 - ri,p tanh(qi,p)]
=01 F Xy 1,00 — X0+ 0{p¢[,p(§[’p)
+4;, 1 + 8,4, + i ptanh(q, ) — f; ,
The Lyapunov function is selected as

+[2m+f%%ﬂ (54)
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Computing its derivative, we have
v, =V, 1+ZU”J ,p+2 " Ip 0.,
_V l+Zvlp{ulp+1+alp+l+0,p(p1p(x )+llp(yl i,)
+8i 05y + ipr + r,p tanh(g; ,) — 7, , + 0T Pip&; )

61 p(plp(xz p)} ig Tpngpal P (55)

—v T
- Vp—l + 21 Ui,p{Ui,pH + & p+1 + ei,pq)lp(x )+ l, p(yt Xi1 )
i=
+gi,pqi,p T hip1 T Tip tanh(qi’p) - hi,p - i,p(pi,p(ﬁi,p)}

Z ‘eT(H Ip lp lp(x ))

i=1

By utilizing Yong’s inequality, we can find that

1 1
iy ,ptanh(ql p) < —U + Erlp (56)
~ 1 14
T 5 2 2
0 (<0, 01,(&, ) < 307, + 50, 7
With the assist of (56) and (57), we can achieve
N
I/p < I/p—l + 21 Ui,p{vip+1 + aip+1 + i’pT(ptp(x ) + ll p(yl i, )
i=
1 1 1 1
+8 iy + dip1 — iyt 2Ulzp + 2r12p + 20121J + 592{) (58)
N
o7
- lzl _0 (0 lp [p(p[ p(xi’p))
By constructing the following virtual controller and adaptive law
N : T A
Aipr1 = ~Sip-1 — 8ipSip — li,p(yi - xi,l) + hi,p - ei,pgoi,p(ii,p)’ (59)

AipUip®ip(X; ) = Ai pYipbi e (60)
and substitute them into (38), we have

N
. . 1
Vp < Vp—l + Z‘i Ui,p{ui,pﬂ - gi,pvi,p T Up1 t SVip
i=
1 2
+5 +3 2 tp+ 20'11} Zetpy’l’ ip

< T {-a(@)= 3 -SRI - 200 E 3 s
=2

%IIPII ezl + 114715 + 5 29 6ipt

; » N (61)

- Z (81— g(bi + Mi)zﬂzm)vil - Zi [ 22 (8im — 1)U,2,m] + Z; Ui,pvi,p+1}

i=1 i=1 m= i=

N

g 2 _ Y
+ m—%neun - 200l = % opsa 0]
i * i L *
+2 [71 772 91,’2 +5 EZ]:V oj,lai,j”ﬁj’lu |}
N P .
2 11 + zgzpylpglp-i-lgl(zzz 1m+ 291m)
Using the Young’s inequality again, there are
5T 1 1 PR 6
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Simplify V, yields

vV, <

M=

{(~[tmn(@) = 2 = LRI = L)) ZH Al

1

1

IR + 11+ 5 S 0,) - (s
7 2,2 2 AR 2 o

_Q(bi +u)n i,l)Ui 1} - ;Z [Z (8im — 1)Ui,m] + i; Ui pUip+1
N p- 1

+3 [—“—‘ua I = 2 500l =5 % opia 0]

2

]

+22 11+Z[Z(2 1m+2012m)]

yi_m

o Y
+ il
ol

1 .
* = *
i1 0 m| 3 Z Uj,lai,j 7l

2

A S

N "
< 2 {- @)= 3 = 5121 - 1B z Al
3B ler I+ 17 17 + 5 20,,, i
_ E (g1 — E(bi + yi)znzi,l)vil - Z [Z (& m— Dv7, ]+ % Vi pViptl
z]=vl , i= ) ) i=1
+E[-”'H9,1H mE y‘; H Z 1ai,j“91,1“ ]
2
X I%H%H |
}+222,m+222 o

i=1 m=1

Step n: In this final step, an adaptlve controller suitable for both with and without output constraints would be established,
in which an event-triggered control strategy with relative threshold is applied to decrease the communication from controller to
actuators. Finding the derivative of s, , = %, , — ; , yields

=5éi,n_hi,n =mi(ui)+li,n(yi ll)+01n In(x )_ (64)

*

i1

+2[z“

*1

Si,n

Construct the following compensation signal
Gin = —8inin = Gin-1 — i tanh(g; ,) (65)

Considering (64) and (63)) results in the following compensation tracking signal

Uin = Sin —in (66)
and its differentiation can be obtained
Uip = Sin—din
=m; (u )+ 0@, )+ 1,0 = Xi0) = Ry,
~|~8inbin = Gin1 = rintanh(g; )] (67)
= mu) + 0] 0%, )+ 1,0 — %))

+gi,nqi,n + qi,n—l + rt,n tanh(qi,n) - hi,n

The Lyapunov function is designed as

N
_ 1 2 LT
m—n_1+§[§<vm+7 7001 (68)

nLn
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Calculating the derivative of V, leads to
N N
V V 1+Zvln1n_z_91TnHIn
l— i=1 A

= I./n—l + E Ui,n{mi(ui) + HT (Pin(5_5~ )+ 1 (Vi = X0 + &b
i=1

+qi,n—1 + Fin tanh(qz n hz n} Z feT

i 1B (69)
. N
=V + Z v {miw) + 07,0, n) + 1, = %i1)
i=1
+ginqin + qi n—1 + ri,n tanh(qi,n) - i,n - ei,n(pf,"(zi,n)}
N
- Z _eT (9 - )’i,nvi,nqoi,n(gin))
i=1 xn B
In aid of the Young’s inequality, we can deduce that
Oy iy tanh(g,,) < 207+ 12 (70)
2 in 2 in
0, 2(=0] @, (X, ))<—u + 1 (71)

—l n - 2 l}’l 2 L,n
Considering the existence of input dead-zone model, there exists

myu) = p (1 + 1,0 + H(®) < pu; + (5, = p)Y, + H, (72)
By replacing (70)-(72) into (69), V, can be simplified to
V, <V, + % Oiadpui+ @ = )Y+ H, + 6] 0,,(%,,)
+1;,(y; ’jl}%i D+ g, win + Qiet = Ry + Uy (73)
+;r12n + 2912,,} Z _”9T O = Ainlin®in(X;,)

The event-based triggered adaptive controller with time-varying threshold is designed as follows

Ui nain Ui nn_1
w; = —(1 + g;)[«; , tanh( ’g —)+z; tanh(’g—)] (74)
U = 0Vt E [t 14y) (75)
tiyy1 = inf{r € R| |0, —u;| > q; |u;| + z;} (76)

: 1 : o 1= 177
where ¢ , is actual controller and ; ,, = - (gi,nsi’n Sino1 =L, =%D+h, — GZn(pi’”(giyn)) - (p,- _l—)i)Yi - ,,_Hi’ ¢ >0,

0<g;<1,z;,>0and z; > li— are constants. t41 1s the triggering time and the control input will be updated in this time.
Based on (7€), we can get

w; = (1 +¢; (g, + ¢;,(1)2;, V1 € [ty 1144] 17
where ¢; | (f) < 1 and ¢;,(#) < 1. Moreover, u; can be further obtained
W; c;»(1)z;
U, = i 2 (78)
(I+ C[,1(t)qi) (I+ C[,1(t)qi)
According to Lemma E], it can be gained that v; ,@; < 0. Therefore, the following inequalities are true
T < =0y, oo (o, tanh(%£2) + i tanh(“2™))
(e (Dg) — i’"ei(1+cf,1(r)q) %, , (79)
< 0P, @y = P [0 |+0557p S
i 2(t)m m;
——— X |V, .— < Vil Py (80)
'(1+C,1(t)q,) <ol e = (1-q) [vial 2
w; ,,z(t)m,
Ui, ( <vpa,+0557pc, 81

1+ 1(t)q,) (I+¢,(0g)
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Considering (74)-(81), V, can become
v, <V, ]+Zv,n{paln+9T(pln(x )+ L — ,»1)+EA
oo, N+ 80+ s g 00+ 2en+ 300}
Z 0T (0., = Ainin®in(X;,) + _1\’210.557&@
Meanwhile, the adaptive laws are des1gned as .

Hz,n = ii,nvi,n(pi,n(ziyn) - ii,nyi,nai,n
Substituting a; , and 0, ,, into (82), we can achieve

N
Vn < V_l + Z{Uin[_gi,nvi,n + Ui,n—l + Ui,n + %rin
N
% A - z —eT 2 Oin = 2in0in®in(%, ) + X 0557p
N 501 2 2 « . 2
< 3 (~Umn(@) = 3 = 31RIF = 51217 T 215
= p=

%IIPII (les I+ Nl (%) + 5 29 0.,)

- z (&1 — 2(b + u»)%z,,l)v,%l - z (X (8~ D7, ]

N

+3 “||"~|| - T Bl - b3 onainl]
N n-1
AR laz-,jnemu

# 3o ! *1! }+z 517,
+§"212 ,m+29Ty,n0,n+20557pc,

§
I\)

With the assistant of Young’s inequality, we can deduce

Vin = Vi
< n in in

gznylneln =7 ”9i,n” + 7

or

inl|l "

Combining (84) and (83)) yields
. N n 2
Vo < Z{-ltmn(@) =3 = 31121 - 31120 z ) ||
+3 1217 (ler 1P + 1147 17) + 5 z 01,0,

- % (81 = 200+ u)’n? V2, — 2’1[22 (8im = D7, ]
-, - £ 10 L 3 g ]

[we*

im
=1

| X wf.fllf’inll

i=1 m=1

Tyl ! ,m+z z ! ,m+zoss7pg,

(82)

(83)

(84)

(85)

(86)
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2
d* ] +
*,1

%”P,”z(”sfnz + ||dl*||2), the following V,, can be obtained

}+222,m+2[2“

i=1 m=1 =1 m=1

N 2 N
By defining y = € . g 'y a/.,la,‘,j“%“ | + X0557p¢ +
i=1 JEN; i=1

N
Vo < Z{-[han(@) = 5 = 11217 - 31207 z 2]+ ze,m,,,,
N
Z (gl 1 (bl + /’li)zrlzi’l)vi Z [ Z (gl m I)Ulz’m]
; . n ) i=1 m=2 i )
+ TR0 - T 200l -5 % o0 ]0.]]
i=1 jGN,»

i=1 m=2 (87)

_Z(gtl__(b-'-/’l)rli,l)vi Z[Z(glm_l)ulm]

i=1 i=1 m=2

= __)”011” Z Z (yim l)Qle im
i=1 m=1

1 ~ 2
-y ¥ 56;,1%,;“%,1“ +y

i=1 jEN,

|
.MZ
|~<

The inequality can be simplified as

v, <- s nfs| —zzm,m 22w||e,1||
(88)

1
JEN; !" /

where ry = 4,,;,,(0;) — § - l||Pl||2 - l||Pl||2 Z Hizp, h =min{g,, — Z(b,- + Um0 (8= Dss @ — D} @ = min{(%" -
%) L — D} e =minf{o; 18, ), and2<p<n 1<i<M,jeN,

Remark 2. In the backstepping design framework, the virtual controller at each step contains the derivatives of the virtual
controller at the previous step, which denoting that the derivatives of the virtual control signal need to be computed. As the
order of the system increases, the number of differentiation terms will become more numerous and the order of differentiation
will increase, which will make the structure of the controller at the next step more complex and more difficult to design. To
overcome such difficulties, a first-order filter is introduced in“! to avoid the the detailed calculation of the above differentiation
terms. Nevertheless, the filter causes the filtering errors, which impairs system performances. Following work2, in this paper,
the compensation signals will be designed to counteract such errors for obtaining better system performances.

3.3 | Stability Analysis
With the above derivation, the following results can be acquired.

Theorem 1. For the nonlinear multi-agents systems (I)) with output constraints (8) meeting Assumptions [[}{4] by introducing
the nonlinear mapping approach (28)), the event-triggered mechanism (74)-(76), the combining backstepping technique and the
fuzzy state estimator (I8)) to construct the virtual controller (@4)) and (59), the actual controller (73) and the adaptive laws (46)),
@7), (60) and (B3), the following results can be gained

(1) The system output has not overstepped the output constraints during system operation.

(2) All signals of closed-loop systems are ultimately bounded.

Proof : By designing x = mln{ ,2h, 2w, v} ¥, can be further simplified as

Armax( ,)

V, S —kV, +w (89)
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Multiplying both sides of the inequality by e* leads to
eV, < —kV, e + e (90)

Considering the integral of (90) over the interval € [O, t], one has the following inequality

t t t

Vel — / V,de < —k / V,eX'dr + / we'dt 91)
0 0 0
By computing (91)), one has
VD) SV, (0™ + L1 = e 92)

From (89), we can obtain some information that if set x > %, then V,(t) < 0 on V,(t) = w. Thus, V,(t) < w is an invariant
set. It can be deduced that if V,(0) < w, the inequality holds V, (f) < w for V¢ > 0. Hence, all signals in closed-loop systems are
ultimately bounded. In addition, it can be gained from (©@2) that ||s,||> < 2V, (0)e™ " + 2%(1 —e ) (s = [sl,l, S9 15 eees SM,1])~
Since lim ¢ ~kt = (), we can further acquire that lim lIsi1]l < \/? , denoting that s, ; can converges to an ideal areas by selecting
appropriate parameters v, x. According to (31)) and Assumptions [2] and [3| the boundedness of auxiliary variable &, ; can be
guaranteed. Thus, for systems initial condition meeting x;,(0) € €, , the system output has not violated its constraints. The
proof is complete.

E2
Remark 3. Following (69), by defining E(t) = w; — u;,Vt € [f;,1,4,), it can be deduced that dlit@l = V © <
sgn(E,(0)E(t) < |E;(t)| < o; with o; > 0 being a constant. Due to E,(t,) = 0 and lim_,  E(t) =g |ue;| + z which

S alul+z

mean that the interexecution time interval T =#, | — 1, > . Meanwhile, we can further infer that 7" has a lower bound

i

T* = % > 0. Thus, the Zeno phenomenon is avoided.

i

4 | SIMULATION EXAMPLE

In this section, a numerical simulation example would be used to confirm the validity and feasibility of the proposed method.
The dynamic of each agent are modeled as follows

X =X+ d’i,l(ﬁi,l) +d;,

Xip=m(u;) + ‘l’i,z(ﬁi,z) +d;, 93)
yi=xi,]’ i=1,...,4,
where the system functions are set as ¢, ;(x, ;) = —sin(x; ;) and ¢, 5(x,,) = —cos(x;,); the external disturbances are selected
asd;; = —0.1sin(10¢) and d,, = —0.1 cos(10¢); the output constrains functions are chosen as L;; = 3 + 0.5sin(¢) and L;, =

3 + 3sin(¢). The ideal trajectories provided by y,; = sin(¢). The undirected communication graph of the whole multi-agents
systems is exhibited in Fig[T ]

To gain the expected control objective, the relative parameters are configured as /;| = 7,1,, = 9, 4;; = 10, 4;, = 10,
Vit =02,7,=2,8,=158,=30,r,, =5,r,, =02,0,, =005,q, = 05,2, =02,6, =1, p, = 1, p;, = 1.1,
h;. = 0.45, h;; = —0.45. Meanwhile, the initial values of control systems are assigned as x; | =1, x;, =0, x,; = 0.7, x,, =0,
X3, =04,x3,=0,x4, =—02,x4,=0,and £, =%,,=0,0,, =6,, =(0,0,0,0,0,0, o]T.

Through applying the presented approach in this paper, the following simulation results can be obtained.

The tracking performances of system are shown in Figs [2 | and in which the tracking errors can converge into a small
interval, and the consensus objective can be obtained. In Figs |4 | and the system states and the estimates are exhibited.
In Figs[6 |and the event triggered-based controller and the input signals are displayed, and the inter-execution internal of
triggering are expressed. The adaptive laws of each agent are exhibited in Fig[8 ]
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FIGURE 1 The undirected communication protocol of multi-agents.
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FIGURE 2 The output y; of each agent and the ideal signal y,,.
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FIGURE 3 The tracking errors s, | of each agent.
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FIGURE 4 The state of each agent and the corresponding estimate.



AUTHOR ONE ET AL 19

0 10 20 30 40 50 0 10 20 30 40 50
Time(sec) Time(sec)

0 10 20 30 40 50 0 10 20 30 40 50
Time(sec) Time(sec)

FIGURE 5 The state of each agent and the corresponding estimate.
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FIGURE 6 The input signals u; and the control signal m;(u;) subject to input dead zone.
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FIGURE 7 The inter-execution internal of event triggering.
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FIGURE 8 The adaptive laws 6, | and 0, ,.



AUTHOR ONE ET AL 21

S | CONCLUSION

In this work, an adaptive event triggered-based leader-follower consensus control strategy has been reported for nonlinear
multi-agents systems with output constraints. A fuzzy state estimator has been constructed by utilizing the system outputs to
reconstruct the unavailable state. By introducing an advanced nonlinear mapping approach, the two cases with and without
constraints can be handled uniformly without no needing to change the control structure. In view of the restrictions of com-
munication channels from controller to actuator, an event triggered mechanism with relative threshold has been used to reduce
the information transmission. Meanwhile, a hyperbolic tangent function has been employed to reduce the chattering issue. In
addition, it has been demonstrated through Lyapunov function that all signals in closed-loop systems are ultimately bounded
and the time-varying output constraints have not been overstepped. At last, a numerical simulation example has been applied
to confirm the effectiveness and feasibility of the reported strategy.
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